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Abstract

Depression and anxiety are psychiatric disorders that are observed in many areas of everyday life.
For example, these disorders manifest themselves somewhat frequently in texts written by non-
diagnosed users in social media. However, detecting users with these conditions is not a straight-
forward task as they may not explicitly talk about their mental state, and if they do, contextual
cues such as immediacy must be taken into account. When available, linguistic flags pointing
to probable anxiety or depression could be used by medical experts to write better guidelines
and treatments. In this paper, we develop a dataset designed to foster research in depression and
anxiety detection in Twitter, framing the detection task as a binary tweet classification problem.
We then apply state-of-the-art classification models to this dataset, providing a competitive set
of baselines alongside qualitative error analysis. Our results show that language models perform
reasonably well, and better than more traditional baselines. Nonetheless, there is clear room for
improvement, particularly with unbalanced training sets and in cases where seemingly obvious
linguistic cues (keywords) are used counter-intuitively.

1 Introduction

Mental illnesses are psychiatric disorders that may cause sufferers significant distress and impair their
ability to function in social and work activities (Bolton, 2008). The most prevalent mental illnesses are
depression and anxiety, which are estimated to affect nearly one in ten people worldwide (676 million)
according to a recent study (World Health Organization, 2016). While depression and anxiety are differ-
ent disorders, they also share symptoms and, thus, clinicians often diagnose patients with both illnesses
at consultation.1 Identifying these conditions at early stages is relevant not only because of their inherent
importance, but also because they are precursors to major related concerns in public health including
self-harm (Centers for Disease Control and Prevention, 2015), making timely diagnosis and treatment
even more essential. However, sufferers of depression and anxiety can find that it takes great courage
and strength to seek professional treatment (Dennis C Miller, 2016). They may also be afraid to confide
in their peers due to the stigma of mental illness (Wasserman et al., 2012).

With reluctance to seek professional treatment or rely on their peers, sufferers often turn to online
resources for support. These include both specialised and general communities, with Twitter and Reddit
(Yates et al., 2017) being paramount examples of the latter. Because of this, systems that can auto-
matically detect and flag such cases at a large-scale are highly desirable (Guntuku et al., 2017). They
may enable prompt analysis and treatment, which is crucial in the early development of such condi-
tions. Moreover, the interpersonal and economic effects of these illnesses may be mitigated with prompt
intervention (Lexis et al., 2011).

In this paper, we build a classification dataset2 to assist in the detection of depression and anxiety
in Twitter, and compare several text classification baselines. The results show that state-of-the-art lan-
guage models (LMs henceforth) like BERT (Devlin et al., 2019) unsurprisingly outperform competing

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details:
http://creativecommons.org/licenses/by/4.0/.

1https://www.bupa.co.uk/newsroom/ourviews/2017/10/anxiety-depression
2The datasets and code used in our experiments are available online at the following repository:

https://bitbucket.org/nlpcardiff/preemptive-depression-anxiety-twitter.
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baselines. However, when the dataset shows an unbalanced distribution, linear models perform on par.
Finally, alongside quantitative results, we also provide a qualitative analysis through which we aim to
better understand the strengths and limitations of the models under study. Further, we identify the lin-
guistic patterns alluding to the presence of depression and anxiety that elude all of the classifiers, and
consider how we might improve performance against such patterns in the future.

2 Related Work

Baclic et al. (2020) surveyed the use of NLP in healthcare and identified the inherent opportunities and
challenges. NLP permits speedy analysis of large volumes of unstructured text such as electronic patient
records or social media posts, which can help support early healthcare interventions. For example, auto-
mated analysis of consumers’ online reviews was used to predict the presence of depression in reviewers
prior to its formal diagnosis (Harris et al., 2014). However, Baclic et al. noted that the effectiveness of
NLP in the domain of mental health is constrained by a lack of high quality training data. Consequently,
we chose to build our own labelled dataset.

In terms of detecting depression and anxiety in social media, the work of Yates et al. (2017) is perhaps
the most related to ours. They showed that depression among Reddit participants can be detected by
identifying certain lexical and psycholinguistic features in the contents of their Reddit postings. These
features include indications of negative psychological processes such as anger and sadness, which may
be denoted by the words ”hate” and ”grief” respectively (Pennebaker et al., 2015). The work of Yates et
al. is therefore highly relevant to ours since it concerns automated detection of mental illness in written
social media discourse. However, there are three key aspects that set our paper apart, namely: (1) We
identify users of social media platforms who appear to have not yet been diagnosed with mental illness.
We do this in the spirit of providing the opportunity for early healthcare intervention in these cases; (2) we
consider automated classification using feature rich representations of users’ online postings using state-
of-the-art NLP methods such as word embeddings and pre-trained LMs; and (3) we consider concise
written discourse in the form of tweets, rather than Reddit postings, which are generally more verbose.

3 Dataset Construction

In this section, we describe our process for building a dataset for detecting depression and anxiety in
Twitter. We describe the tweet collection procedure (Section 3.1), annotation (Section 3.2), and provide
information about the inter-annotator agreement (Section 3.3).

3.1 Tweet collection
First, we used Twitter’s Stream API to compile a large corpus of tweets. All tweets were of English
language and published between May 2018 and August 2019.3 We only considered tweets containing
at least three tokens and without URLs so as to avoid bot tweets and spam advertising. All personal
information, including usernames (denoting the author or other users) and location were removed from
the corpus - only textual information was retained. We did however retain emojis and emoticons. We
surmised that they may, in part at least, be indicative of depression or anxiety.

The corpus was then filtered. We aimed to identify tweets whose authors may be suffering from
depression or anxiety but may not yet have been diagnosed by a clinician. To achieve this, we sought
tweets containing occurrences of depress, anxie, or anxio, but not diagnos4 - an approach similar to that
used by Bathina et al. (2020). This produced an initial set of 89,192 tweets. From these tweets we
proceeded to annotate a random subset of 1,050 tweets to arrive at our dataset.

3.2 Annotation
Three human annotators were appointed. The prerequisites for these annotators were to be fluent in
English and to have familiarity with Twitter. The 1,050 tweet dataset was divided into three distinct
subsets of 300 and one distinct shared subset of 150. Each annotator received one of the former subsets
in addition to the latter subset. They were tasked with labelling the 450 tweets that they had received.

3Twitter’s automatic language labelling was used to identify English tweets.
4e.g. ”My anxiety is terrible today”
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Annotators
1 and 2

Annotators
1 and 3

Annotators
2 and 3

Average Pairwise
Agreement Fleiss’ Kappa Krippendorff’s Alpha

78.67 80.67 80.67 80.00 0.60 0.60

Table 1: Pairwise Percentage Agreements and Inter-Annotator reliability.

One of two numerals was selected by the annotator with respect to each tweet:

1: The tweeter appears to be suffering from depression or anxiety.

0: The tweeter does not appear to be suffering from depression or anxiety.

Guidelines were compiled to aid the annotation exercise. Their purpose was to ensure a consistent
approach amongst annotators and to resolve ambiguous cases. These guidelines are defined below along
with examples and their suggested labels:

1. The tweeter states that they have depression or anxiety
Example: “I feel sick to my stomach, I hate having such bad anxiety” - 1

2. The tweeter states that they have had depression or anxiety in the past
Example: “Counselling fixed my depression” - 0

3. The tweeter is referring to a fellow tweeter who may have depression or anxiety
Example: “@user I wish you all the best in beating your anxiety” - 0

4. The tweeter is temporarily depressed or anxious due to a short or superfluous event
Example: “Nothing gives me anxiety more than the tills at Aldi” - 0

5. The tweet is ambiguous or does not provide definitive information
Example: “Depression is not taken serious enough” - 1

Guideline 5 recommends positive labelling in ambiguous cases. This is to help achieve high recall
in terms of tweeters who appear to be suffering from depression or anxiety. Whilst this approach will
inevitably retrieve negative instances, an eventual real-world application would require all retrieved in-
stances to be verified manually by medical experts, and therefore high recall at the expense of lower
precision is an acceptable tradeoff. In fact, it is recommended that results from automatic classifiers used
in healthcare settings should be verified via an “expert-in-the-loop approach” (Holzinger, 2016).

The guidelines evolved following the annotators’ first attempts at the exercise. A conflict resolution
meeting revealed that while agreement was due to be acceptable, there were instances where annota-
tors felt unable to assign either label. This gave rise to the addition of guideline 5, which allowed the
annotators to complete the exercise with confidence.

3.3 Inter-Annotator Agreement
Once the annotation was completed, we calculated the Average Pairwise Percentage Agreement of the
three annotators with respect to the 150 common tweets that they had received (Table 1).

An average pairwise agreement of 80% was recorded. To validate the quality of the exercise two
further measures of inter-annotator reliability were selected: Fleiss’ Kappa and Krippendorf’s Alpha.
They are apt for inter-annotator exercises involving more than two annotators (Zapf et al., 2016). Both
measures returned scores indicating “substantial agreement” amongst the annotators (Xie et al., 2017).

Confidence in the annotation guidelines was therefore established versus the 150 tweets common to
each annotator. Disagreements in the labels were decided by majority voting among the three annotators.
For example, the tweet “My seasonal depression automatically begun tonight at 12am” was labelled 1
by two of the annotators and labelled 0 by the third annotator. However, majority voting meant that it was
finally labelled 1. The annotators then proceeded to label their distinct 300 tweet subsets independently.

4 Experimental evaluation

In the following we detail the experimental setting (Section 4.1) and then present the results (Section 4.2)
and an analysis (Section 4.3).
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Training Test
DATD DATD+Rand DATD

Positive Instances 473 473 75
Negative Instances 427 4,027 75
Total Instances 900 4,500 150

Table 2: Characteristics of the datasets used in the evaluation.

4.1 Experimental setting
4.1.1 Data
We prepared our annotated dataset described in Section 3 for input to a series of supervised classifiers.
The three distinct subsets of 300 annotated tweets were combined to form a training set of 900 tweets.
The 150 tweets labelled by all annotators formed the test set. We named this dataset DATD (Depression
and Anxiety in Twitter Dataset). The test set’s ratio of positive instances to negative instances was
exactly 1:1 following the annotation exercise. This contrasts with related published datasets upon which
no annotation had been performed and all instances were deemed mental illness-related.5

Following a similar approach to Bathina et al. (2020), we also compiled a non-annotated set of 3,600
random tweets which did not contain any occurrence of depress, anxie, anxio, or diagnos. These were
merged with the 900 tweet training set to form a larger training set of 4,500 tweets. The purpose of this
large training set (DATD+Rand henceforth) was to recreate a more realistic (and noisy) setting where
most training instances are negative. This meant that only 10.5% of the instances in this training set
contained any of the keywords used to compile the positive examples. The 150 tweets labelled by all
annotators formed the test set once again. The main characteristics of the two datasets are summarised
in Table 2.

4.1.2 Comparison systems
We evaluated several binary classifiers on both the DATD and DATD+Rand datasets, guided by existing
research concerning problems similar to the one at hand. To this end, we deemed a Support Vector
Machine (SVM) and an LM to be suitable classifiers. SVMs have demonstrated effectiveness when used
with Twitter datasets in healthcare contexts (Prieto et al., 2014; Han et al., 2020). For our experiments
we used both a standard SVM classifier with TF-IDF features and a classifier based on the average of
word embeddings within the tweet.

With regards to pre-trained LMs, we used BERT (Bidirectional Encoder Representations from Trans-
formers) and ALBERT (A Lite BERT) (Lan et al., 2019). These LMs have been deployed effectively in
NLP tasks, leading to state-of-the-art results in most standard benchmarks (Wang et al., 2019) including
Twitter (Basile et al., 2019; Roitero et al., 2020). In particular, ALBERT has been shown to provide
competitive results despite being relatively light-weight compared to other LMs.

Finally, for completeness we added a naı̈ve baseline that predicts positive instances in all cases.

4.1.3 Training details
We used the scikit-learn SVM model (Pedregosa et al., 2011) as well as its TF-IDF (Term Frequency-
Inverse Document Frequency) vectorizer implementations.6 The word embeddings generated for each
tweet were drawn from vectors trained on Twitter data (Pennington et al., 2014, GloVe). These vectors
had a dimensionality of 200, and so did the averaged embedding generated.

We performed tweet text preprocessing prior to their input to the SVM. In one series of SVM exper-
iments all tweets underwent tokenization and lowercasing only, but in a second series all tweets also
underwent tweet specific preprocessing7 (SVM+preproc henceforth). The preprocessing entailed the re-
moval of hashtags, user mentions, reserved words (such as “RT” and “FAV”), emojis, and smileys. This
enabled us to see how the presence of these common tweet features affected classification performance.
In both cases, the SVM used a linear kernel and default hyperparameters.

5https://github.com/AshwanthRamji/Depression-Sentiment-Analysis-with-Twitter-Data/blob/master/tweetdata.txt
6https://scikit-learn.org/stable/modules/generated/sklearn.feature extraction.text.TfidfVectorizer.html
7https://pypi.org/project/tweet-preprocessor/



86

Classifier Features Accuracy Precision Recall F1

SVM
TF-IDF 0.633 0.619 0.693 0.654
Word Embs 0.727 0.693 0.813 0.748
TF-IDF + Word Embs 0.733 0.711 0.787 0.747

SVM+preproc
TF-IDF 0.633 0.616 0.707 0.658
Word Embs 0.713 0.695 0.760 0.726
TF-IDF + Word Embs 0.727 0.698 0.800 0.745

BERT LM 0.749 0.713 0.856 0.774
ALBERT LM 0.675 0.651 0.779 0.705
Naı̈ve baseline - 0.500 0.500 1.000 0.670

Table 3: Results of the first experimental setup (DATD).

To deploy the LM classifiers we used the Simple Transformers8 software library. It provides a conve-
nient Application Programming Interface (API) to the Transformers Library, which itself provides access
to BERT and ALBERT models, amongst others (Wolf et al., 2019). The BERT and ALBERT classifiers
used were “bert-base-uncased” and “albert-base-v1”,9 respectively.

Unlike the SVM experiments it was not necessary to tokenize tweet texts prior to their input to the
BERT or ALBERT classifiers; they perform their own tokenization. Tweet texts did undergo prior low-
ercasing however. The classifiers were instantiated with Simple Transformers’ default hyperparameters.

4.2 Results

Experimental results are presented in Table 3 (DATD) and Table 4 (DATD+Rand).10

In the first setting, BERT achieves the best overall results, which is not unexpected. More importantly,
the overall accuracy (i.e. 0.749) is close to the pairwise IAA (i.e. 0.800), which suggests that BERT is
able to follow the guidelines provided in Section 3.2 to a reasonable extent. As for the linear models, the
Twitter-specific preprocessing for the SVM does not lead to any improvements. In the following analysis
section, we aim at shedding light on the types of error made by these models.

In the second setting where random tweets are added as negative instances in the training sets (Table
4), SVM with word embeddings features perform similarly to BERT, being in fact slightly better overall.
This result is perhaps surprising, but may be due to the relative robustness of SVMs with respect to
unbalanced training sets, which seem to have a greater effect on the LMs. Another explanation may be
that by concatenating TF-IDF features and word embeddings the classifier is effectively leveraging both
global and local dependencies, which have been shown to be crucial in tweet classification tasks such as
emoji prediction (Barbieri et al., 2018) and stance detection (Mohammad et al., 2016).

More generally, the results in this setting are not hugely different from the first setting’s. This is
encouraging, as it suggests that supervised models can also perform in a more realistic setting where the
negative instances are more prevalent than the positive ones.

4.3 Analysis

Perhaps the main highlights of our experiments are the results obtained by BERT and the concatenation
of TF-IDF features and word embeddings in SVMs. BERT performs remarkably well despite not being
trained on Twitter data. This could suggest that, although slang, jargon, misspellings, and emoji are
typical in microposts, users suffering from mental illness are more articulate in their online writing than
their mentally healthy counterparts. Thus their writing style is more likely to be picked up by an LM with
restricted vocabularies.11 Another surprising set of results concerns ALBERT, which was trained on the
same corpus as BERT. We could expect that given the modest size of this dataset, an overparameterized

8https://github.com/ThilinaRajapakse/simpletransformers
9https://huggingface.co/transformers/pretrained models.html

10Results for the LMs BERT and ALBERT were reported for the average of five different runs.
11While this is overcome within BERT by the use of WordPiece (Wu et al., 2016), the quality of its internal representations

degrade as the number of OOV words it has to deal with increases.
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Classifier Features Accuracy Precision Recall F1

SVM
TF-IDF 0.673 0.681 0.653 0.667
Word Embs 0.740 0.737 0.747 0.742
TF-IDF + Word Embs 0.747 0.740 0.760 0.750

SVM+preproc
TF-IDF 0.660 0.658 0.667 0.662
Word Embs 0.720 0.704 0.760 0.731
TF-IDF + Word Embs 0.740 0.725 0.773 0.748

BERT LM 0.693 0.656 0.851 0.737
ALBERT LM 0.648 0.609 0.880 0.715
Naı̈ve baseline - 0.500 0.500 1.000 0.670

Table 4: Results of the second experimental setup (DATD+Rand).

model like BERT could fall short when compared to lighter versions, but this does not seem to be the
case. In any case, ALBERT achieves the highest recall score on the DATD+Rand dataset.

Let us now highlight a selection of tweets in the DATD dataset and the performance of the classifier
configurations against them. For example, the tweet “got a yellow phone case hoping it will cure my
depression” was labelled 1, a label only predicted by two of the eight configurations, namely BERT and
SVM with TF-IDF + Word Embs features. This tweet is a good example of the overarching complexity
of the problem, the presence of prosaic terms like “phone case”, or positive words like “hope” or “cure”
may have confused the simpler word-based models.

Another illustrative example is “you know that i’m the best, is that why you depressed?”, which was
labelled 0 and was misclassified by all configurations. We hypothesize that this may be due to having
three instances of two distinct pronouns (“I” and “you”), which are likely used often by depressed or
anxious tweeters, although it was not the case in this particular example.

There are other interesting examples, including cases where only the LMs (BERT and ALBERT) made
correct predictions. For example, “Got my first call center job and my anxiety is through the roof”, which
was labelled 1, and “Hot shot screaming gives me anxiety watching these game lol mans be stressed but
these games good as hell learning a lot.”, which was labelled 0. Conversely, there are also cases where
only SVMs made correct predictions. For example “big ass spider in my room and it disappeared so I’ll
just have anxiety for the rest of the night I’m in here”, which was labelled 0. While it is not clear whether
there is a systematic pattern to draw conclusions from, it does seem that when only the LMs succeed
there is some degree of world or semantic understanding required to capture the condition of the tweeter
(for example, the fact that you are probably not actually anxious by watching a game).

5 Conclusion and Future Work

In this paper, we have presented an experimental evaluation for detecting depression and anxiety in social
media. We have developed a dataset, DATD, for predicting depression and anxiety in Twitter. Using
this dataset we have run a comparative analysis of pre-trained LMs and traditional linear models. Not
surprisingly, LMs performed relatively well on this task with a balanced set, but they do not outperform
lighter-weight methods when the training data is unbalanced. Given the relatively small size of the
dataset, we have also performed a qualitative analysis to identify areas for improvement.

Since these automatic models are intended for use by medical experts future work could involve col-
laboration with them. Moreover, classifier performance must be measured and certified versus large,
heterogeneous datasets before adoption in healthcare is likely to be considered (Kelly et al., 2019). Col-
laboration may serve mental health experts to better understand social media at a large-scale, and to
develop better guidelines and treatments.

Finally, we are also planning to extend this work to develop a dataset with finer grained distinctions,
similar to Bathina et al. (2020) for Cognitive Distortion Schemas.
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