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Abstract

We describe an attentive listening system for
the autonomous android robot ERICA. The
proposed system generates several types of lis-
tener responses: backchannels, repeats, elab-
orating questions, assessments, generic senti-
mental responses, and generic responses. In
this paper, we report a subjective experiment
with 20 elderly people. First, we evaluated
each system utterance excluding backchannels
and generic responses, in an offline manner.
It was found that most of the system utter-
ances were linguistically appropriate, and they
elicited positive reactions from the subjects.
Furthermore, 58.2% of the responses were ac-
knowledged as being appropriate listener re-
sponses. We also compared the proposed sys-
tem with a WOZ system where a human oper-
ator was operating the robot. From the subjec-
tive evaluation, the proposed system achieved
comparable scores in basic skills of attentive
listening such as encouragement to talk, fo-
cused on the talk, and actively listening. It was
also found that there is still a gap between the
system and the WOZ for more sophisticated
skills such as dialogue understanding, show-
ing interest, and empathy towards the user.

1 Introduction

In recent years, android robots have drawn much
attention from researchers and the public. Their
realistic appearance is their main feature, though
this requires that their behaviors are also human-
like. In particular, a conversational android should
not only respond correctly in terms of their dia-
logue content, but also exhibit phenomena such as
backchanneling and correct turn taking which are
present in human-human conversation. Their use
as an interface for natural conversation makes them
an attractive prospect for research.

Since an android which can engage in free, un-
structured conversation on any topic is still a long
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way off, we investigate a more limited task domain.
In this paper we investigate attentive listening, and
propose such a system for the android ERICA (Glas
et al., 2016), who has been used for tasks such as
job interviews (Inoue et al., 2019) and to investi-
gate various conversational phenomena (Lala et al.,
2017a, 2019). The extension of ERICA’s abili-
ties to attentive listening draws from our previous
research (Inoue et al., 2016; Lala et al., 2017b;
Milhorat et al., 2019; Kawahara, 2019).

In attentive listening, much of the talk is from the
user. The system may interject to stimulate further
conversation, but does not engage in deep discus-
sions. The advantage of this task is that the user
can theoretically talk about any topic without the
system needing any deep background knowledge.
Such robots are useful in areas such as elderly care,
where users often desire social contact but may be
isolated from family (Okubo et al., 2018; Sorbello
et al., 2016; Yamazaki et al., 2012). In this case,
an android which provides companionship can im-
prove the mental and emotional well-being of the
elderly.

This domain provides several technical chal-
lenges. The main requirement for attentive listen-
ing is that ERICA be seen as actively listening
to the conversation. The system must be able to
extract the correct topic or keyword and then gener-
ate a coherent response which can stimulate further
conversation, by using a variety of responses. Fur-
thermore, while the user speaks, ERICA should
exhibit human-like listening behavior which may
not necessarily be verbal. Synchronizing all these
features into an autonomous system is a non-trivial
task, as we wish to avoid breakdowns in the con-
versation.

This system draws together speech recognition,
natural language processing and conversational be-
havior. Our goal is for ERICA to be as human-like
as possible in her interactions with users. We com-
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Figure 1: Architecture of a spoken dialogue system for android ERICA

pare an autonomous system to one which is con-
trolled by a Wizard of Oz (WOZ) operator, and see
how close we are to achieving human-like attentive
listening.

The main contribution of this paper is a fully
autonomous android attentive listener. We also
report our user study which compares it to a WOZ
system. The outcomes of this study will be used to
guide further work in the domain of conversational
androids.

2 Attentive listening system

We now describe the attentive listening system for
the android robot ERICA. The whole architecture
of the system is illustrated in Figure 1. First, we
explain the speech processing module as the input.
We then explain how to generate listener responses,
followed by other necessary conversational com-
ponents such as turn-taking and speech synthesis.
A dialogue example can be found in Appendix A.
Note that although the following processing is im-
plemented in the Japanese language, the fundamen-
tal ideas are language-independent.

2.1 Speech processing

We use a 16-channel microphone array for auto-
matic speech recognition (ASR) and extraction of
prosodic features. Based on the multi-channel au-
dio signals, sound source localization is conducted
by multiple signal classification (MUSIC) (Ishi
et al., 2016) and the direction of the audio is com-
pared with human positions tracked by a Kinect v2
depth camera. If the sound source direction over-
laps with the position of a person, enhancement of
the audio is conducted and the enhanced speech is
fed into an ASR system. The ASR system is im-
plemented by an end-to-end deep neural network
model (subword unit). Prosodic information in-
cluding fundamental frequency (FO) and power is
also extracted from the enhanced speech at 100Hz.
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Figure 2: Architecture of listener response generation

Select priority

2.2 Listener response generation

It is important for attentive listening to generate
a variety of listener responses and then select an
appropriate one to elicit more utterances from the
user. In attentive listening, it is desirable for lis-
tener responses to express both understandings of
user utterances and empathy towards users. Several
attempts to implement artificial attentive listeners
have been made so far (Schroder et al., 2012; De-
Vault et al., 2014; Han et al., 2015; Johansson et al.,
2016). Our proposed attentive listening system
generates backchannels, repeats, elaborating ques-
tions, assessments, generic sentimental responses,
generic responses, and backup questions. Exclud-
ing backup questions, these responses do not de-
pend on specific dialogue domains, meaning re-
sponse generation is domain-independent. We now
explain how the system generates each response
and the selection of the final response.

Backchannels

The system generates backchannels such as “yeah”
in English and “un” in Japanese. Backchannels
play an important role in attentive listening in order
to make users continue to talk and also to express
listener attention and interest in the conversation.
There have been many works on automatic



backchannel generation, with most using prosodic
features (Ward and Tsukahara, 2000; Morency
et al., 2008; Ozkan et al., 2010; Truong et al., 2010;
Kawahara et al., 2016). In our system, we use a
logistic regression model that predicts if the sys-
tem should utter a backchannel within the next 500
milliseconds. This prediction is continuously made
every 100 milliseconds during the user’s turn. In-
put features are prosodic information consisting of
the statistics (e.g., mean, maximum, minimum, and
range) of the FO and power of the user’s speech
signal. This continuous prediction makes it possi-
ble to generate and utter backchannels during the
utterances of the user, making the dialogue more
smooth and natural. The backchannel form is de-
termined based on a distribution observed in our
attentive listening dialogue corpus, since continu-
ous prediction of backchannel forms is much more
difficult. In our system, the backchannels forms
are “un”, “un un”, and “un un un”. In Japanese, the
use of many repeating backchannels represents the
stronger reaction of listeners.

Repeats

For this response, the system extracts a focus word
from a user utterance and repeats it. This is ex-
pected to express understanding of the dialogue.
We use a simple rule to extract a focus word, defin-
ing it as the latest noun or adjective in a user utter-
ance. For example, if a user says “I went to Paris
to visit a museum’”, the system response would be
“A museum”. If there are several continuous nouns,
they are regarded as a compound word and are con-
sidered as the focus word. If the ASR confidence
score of the focus word is lower than a threshold,
the system ignores this to avoid errors caused by
ASR.

Elaborating questions

If the extracted focus word can be extended to elicit
more dialogue about a topic, an elaborating ques-
tion is generated. Generating the proper elaborating
question not only extends the dialogue but also ex-
presses deeper understanding of the dialogue. The
system generates a question by concatenating the
focus word with interrogatives such as which, when,
and what. In total, we use 11 types of interrogatives
as candidates. For example, if a user says “I went
to Paris to visit a museum’”, the focus word would
be “a museum” and the elaborating question would
be “Which museum?”. To select the proper inter-
rogative, the system refers to bigram probabilities

of all possible pairs and selects the interrogative
that has the highest probability with the focus word.
The probability must also be higher than a fixed
threshold. If all bigram probabilities are lower than
the threshold, no elaborating question is generated.
Bigram probabilities are calculated in advance by
using large-scale language corpora. In our case, we
use the balanced corpus of contemporary written
Japanese (BCCWJ)!.

Assessments

If a user utterance contains a positive or negative
sentiment, the system utterance reflects this by us-
ing an assessment response. This emotional re-
sponse is expected to express empathy towards
users. We first conduct sentiment analysis of a
user utterance by using two kinds of Japanese sen-
timent dictionaries >*> where positive and negative
words (phrases) are defined. Since sentiment re-
sponses strongly depend on the dialogue context,
the dictionaries should focus on precision rather
than the coverage. Therefore, we ensure that words
in the dictionary are robust in terms of correctly
determining the sentiment, even though the number
of words is comparatively small. The system deter-
mines the sentiment of the current user utterance as
positive, negative, or neutral by referring to a senti-
ment score of each word. If the utterance contains
both positive and negative scores, the majority sen-
timent is used. Similar to focus word detection, if
the ASR score of a word is lower than a threshold,
then the corresponding sentiment score is ignored.
The assessment response is selected according to
the estimated sentiment of the user utterance. A
positive sentiment leads to system responses such
as “That is good (\>\» T3 43)” or “That is nice
(F T 9 %2)”, and negative sentiment leads to
responses such as “That is bad (5%7& T L 7213)”
or “That is hard (K7 T3 13)”. If no sentimental
words were found, this module does not output any
responses.

Generic responses

The system prepares generic responses because the
above-mentioned responses are not always gener-
ated. Generic responses are “I see (€ 5 T H*)”
or “I got it (7% 5 1% £')”. These responses can be
used for any dialogue context. If the user utterance
lhttps://pj.ninjal.ac.jp/corpus_
center/bccw]/
https://www.gsk.or.jp/catalog/

gsk2011-c/
Shttp://www.jnlp.org/SNOW/D18
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is short, the system also uses a short generic re-
sponse such “Yes (1£\))” to avoid system barge-in.

Generic sentimental responses

The system also generates another type of generic
response according to the sentiment of user utter-
ances. For this response type, we use a different
sentiment dictionary (Kobayashi et al., 2004) that
covers a wider range of words but also expressions
that might have opposing sentiments depending on
the dialogue context. We designed generic senti-
mental responses where the surface form is the
same as those of the generic responses but the
prosodic pattern changes according to the estimated
sentiment. By generating these responses, the sys-
tem can reduce the risk of a linguistic breakdown
(since they don’t explicitly use an emotional lin-
guistic response) but also express empathy towards
users through prosody.

Backup questions

If a user stays silent longer than a specific amount
of time (four seconds in the current system), the
system generates one of several backup questions.
The questions are defined in advance according to
the theme of the user’s talk. For example, if the
theme is traveling, a backup question is “Where
did you go after that?”.

Response selection

Since the above-mentioned modules generate sev-
eral response candidates, it is important for this
attentive listening system to select the proper one
among them. Backchannels are uttered during the
user’s turn, so this module works independently
from the others. Backup questions are triggered by
a longer pause so that this module is also indepen-
dent. For the other response types, we designed a
priority system as depicted in Figure 2. The system
will respond using the highest priority response
type which can be generated given the user’s ut-
terance. The priority order is based on how likely
it is to generate the response type. For example,
assessments use a limited dictionary so it is less
likely that a user utterance will generate these kinds
of responses than the other response types. On the
other hand, generic responses can be used without
any modeling so will inevitably be required if no
other valid response type can be generated..

2.3 Turn taking

Turn-taking is an important feature of attentive lis-
tening, since we want to strike a balance between
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reducing barge-in from the system and allowing the
system to interject during the dialogue. A simple
approach in a basic spoken dialogue system is to
wait until the user has been silent for a set period of
time before the system can take the turn. However,
this requires fine tuning and is usually inflexible.

We implement a machine learning turn-taking
model that uses the ASR result as an input and
supplement this with an finite-state turn-taking ma-
chine (FSTTM) as used in previous works (Raux
and Eskenazi, 2009; Lala et al., 2018) to determine
how much silence from the user should elapse be-
fore the turn switches to the system. Utterances
with a high probability of being end-of-turn are
responded to quickly, while the system will wait
longer if the user says utterances such as fillers or
hesitations.

2.4 Speech synthesis

The speech synthesis in the system has been de-
signed for android ERICA *. Since the vocabulary
of backchannels, assessments, generic responses
are fixed, we recorded natural speech voices and
directly play them instead of using real-time syn-
thesis. This is also because it is still difficult to syn-
thesize these kinds of dialogue-specific utterances
with a variety of prosodic patterns using current
synthesis techniques. For other responses such as
repeats and elaborating questions, we can use real-
time synthesis because the focus word depends on
user utterances.

3 Dialogue experiment

We conducted a dialogue experiment to evaluate
how the proposed system works with elderly people
as subjects. We also investigated how the system
compared when compared to attentive listening
with a WOZ operator.

3.1 Conditions

We recruited 20 Japanese elderly people (between
70-90 years old). A snapshot of this dialogue ex-
periment is shown in Figure 3. Subjects were asked
to talk to the android robot about two topics: “Most
memorable travel experience” and “Delicious food
you recently ate”.

We prepared two types of systems: autonomous
and WOZ. The autonomous system corresponds to
the proposed attentive listening system. The WOZ

*nttps://voicetext.jp/news/product/
151023/
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Figure 3: Snapshot of dialogue experiment

system is the case where the robot was operated by
a human operator. Each subject talked with one of
the systems about one dialogue topic in one condi-
tion and then did the same with the other condition.
The order of the systems and topics were random-
ized among the subjects. After they had talked in
one of the conditions, we asked them to evaluate
the system individually. Note that the average word
error rate (WER) of the ASR in the autonomous
system was 33.8%, which suggests that the ASR
with elderly people is more difficult than those with
younger people. The current dialogue experiment
explores what level of dialogue can be realized in
this challenging situation.

The WOZ operators were two amateur actresses
and each of them attended to each dialogue. The
operator was asked to use the same set of listener
responses as our autonomous system but also asked
to properly select the timing and type of the proper
response by herself. The operator spoke directly
into a microphone and the voice was played via a
speaker nearby ERICA, so this dialogue seemed
to be natural spoken dialogue. Although the op-
erators’ voices were different from those of the
speech synthesis, we asked the operators to imitate
ERICA’s synthesized voice as much as possible.

The dialogue time was set at seven minutes for
each conversation. Our experimental trials de-
termined this time as the longest where the au-
tonomous system can continue with the dialogue
before it becomes too repetitive. In the autonomous
system, when the dialogue time passes seven min-
utes and the system takes the turn, the system says
a fixed phrase to end the dialogue. The same rule
was imposed on the WOZ operators.

Table 1: Total frequencies (per session) of each re-
sponse type in the proposed system

Response type Frequency
Backchannels 1,601 (80.1)
Repeats 90 ( 4.5)
Elaborating questions 16 ( 0.8)
Assessments 45 ( 2.3)
Generic sentimental responses 62 ( 3.1)
Generic responses 325 (16.3)
Backup questions 12 ( 0.6)

3.2 Evaluation on utterances of autonomous
system

At first, we analyzed the distribution of response
types uttered by the autonomous system. The dis-
tribution is reported in Table 1. It can be seen that
all the response types could be generated in the
autonomous system. As we expected, many system
utterances consisted of backchannels and generic
responses. On average, repeats were uttered about
4-5 times per dialogue, and elaborating questions
were uttered just once, assessments were uttered
about twice and generic sentimental responses were
uttered about three times. This distribution will also
be compared with those of the WOZ system in the
later analysis.

We also evaluated each system response manu-
ally in an offline manner. In this evaluation, three
criteria were considered: (1) no error, (2) reaction,
and (3) appropriate.

The first criterion, no error, validates the ex-
tracted focus word. If the uttered focus word is
contained in the context of user utterances and is
not strange (e.g., unused words in the human di-
alogue), the system response was marked as ac-
cepted, otherwise rejected. The target types of
responses were repeats and elaborating questions.
This criterion was used to detect linguistic errors
of system utterances caused by ASR or language
processing errors.

The second criterion, reaction, focuses on the
subjects’ reactions after the system utterances. The
reaction of the subjects to system utterances is also
important for evaluation. The target types of re-
sponses were repeats, elaborating questions, and
assessments. For repeats and assessments, if a sub-
ject said a positive reaction such as “Yeah” after a
system response, the response was accepted. For
elaborating questions, if a subject answered the
system question the question was accepted.
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Table 2: Offline evaluation on each system utterance (No error means the correctness of the language processing
on the surface level. Reaction means the positive reaction of the user after the system utterance. Appropriate
represents the appropriateness of the system utterance as effective listener responses.)

(1) No error (2) Reaction (3) Appropriate
Response type YES  NO YES  NO YES  NO
Repeats 83 7 79 11 57 33

Elaborating questions 16 0 13 3 11 5

Assessments - - 32 13 31 14
Generic sentimental responses - - - - 25 37
Total 99 7 124 27 124 89

(93.4%) (6.6%) (82.1%) 17.9%) (582%) (41.8%)

The third criterion, appropriate, validates appro-
priateness as listener responses. The target types
of responses were repeats, elaborating questions,
assessments, and generic sentimental responses.
Since this criterion seems to be the most important
but subjective, we defined the detailed criterion for
each type of response as follows. For repeats, if
there is another focus word that is clearly more
adequate than the used one or there is no focus
word in the dialogue context, the repeat response
is rejected. For elaborating questions, the same
criterion of repeats is firstly applied. Additionally,
if the combination of the interrogative and focus
word is strange or the elaborating question itself is
strange, the question is rejected. For assessments,
if the estimated sentiment is the opposite or the
sentiment of a user utterance is neutral rather than
positive or negative, the assessment response is re-
jected. For generic sentimental responses, if the
estimated sentiment is the opposite or the sentiment
of a user utterance is clearly neutral, the response
is rejected. Although this criterion was expected
to be the most strict, most of the utterances of the
WOZ system were accepted as we observed the di-
alogue. Therefore, this criterion is needed to reveal
the future work.

We conducted a manual evaluation of the above
three criteria by two evaluators who checked their
results with each other. The evaluation result is
reported in Table 2. For the first criterion, no error,
most of the responses were accepted. This means
that uttered responses did not elicit linguistic errors.
For the second criterion, reaction, about 80 percent
of the system responses elicited positive reactions
from the subjects. This result is good because it
shows that many utterances were understood by
the subjects. For the third criterion, appropriate,
more than half of the responses were accepted. Ex-
cluding generic sentimental responses, two thirds
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of responses were accepted. In summary, most of
the uttered responses were acceptable on the sur-
face level and were also reacted to by the subjects.
On the other hand, nearly half of them left room
for improvement by considering a strict level of
appropriateness for attentive listening.

We introduce some real examples on the evalua-
tion of the third criterion. The dialogues were done
in Japanese so the following is the English transla-
tion together with the original Japanese utterances
(not the ASR results). E and S represent ERICA
and subject utterances respectively.

The following two examples are accepted re-
peats.

S: This talk is about something 35 years ago.
(GMB3SEL S VHETDFETT 4, )
E: 35 years.
(B5EETT D, )

S: I got on the plane, but we had to wait for one
hour.
ORITBEIZ S 72 ATT I &, ZDORAT
Woh TR ERFZEoNT, )

E: One hour. (—HfT9 Ay, )

The following example was rejected.

S: The travel to there still remains in my heart.
(F AT RATNE TH LMK - T
WEY, )

E: Heart. (XTI A% )

In this case, there is no focus word in the user ut-
terance so assessments or generic responses would
be more appropriate.

The following examples are accepted elaborating
questions.

S: Considering side menus, she makes delicious
cakes for me.



Table 3: Average scores (standard deviations) on subjective evaluation and t-test results (n = 20)

Question item Autonomous  WOZ  p-value
(Robot behaviors)
Q1  The words uttered by the robot were natural 5.0 (1.6) 5.9(0.9) .003 **
Q2  The robot responded with good timing 4.8 (1.4) 56(1.3) .022*
Q3  The robot responded diligently 5.5(0.7) 5.8 (1.0) .005 **
Q4  The robot’s reaction was like a human’s 4.4 (1.3) 5.2(1.3) .008 **
Q5 The robot’s reaction adequately encouraged my talk 5.0(1.4) 5.2(0.9) .359
Q6  The frequency of the robot’s reaction was adequate 5.1(1.1) 54 (1.1) .232
(Impression on the robot)
Q7 I want to talk with the robot again 4.6 (1.3) 5.4 (1.5) .005 **
Q8  The robot was easy to talk with 4.9 (1.3) 54(1.2) .116
Q9 I felt the robot is kind 47(1.4) 5.6 (1.2) .004 **
Q10 The robot listened to the talk seriously 5.6(1.1) 6.0(1.1) .072+
Q11 The robot listened to the talk with focus 5.6 (1.1) 5.7(1.1) .681
Q12 The robot listened to the talk actively 5.4(1.3) 56(1.1) .385
Q13 The robot understood the talk 5.0 (1.1) 5.9(1.4) .002 **
Q14 The robot showed interest for the talk 5.2(1.3) 58(1.2) .028 *
Q15 The robot showed empathy towards me 5.1(1.4) 58(1.0) .015*
Q16 I think the robot was being operated by a human 3.3(1.3) 29(1.1) .286
Q17 The robot was good at taking turns 45(1.1) 4.8 (1.3) .209
(Impression on the dialogue)
Q18 I was satisfied with the dialogue 4.6 (1.5) 53(1.5 .012*
Q19 The exchange in the dialogue was smooth 4.6 (1.4) 5.3 (1.4) .002 **

EIRYZEAT, BLLWT—F %
STANET, )

E: What cakes?
(EART—FTEN?)

S: I'stayed in Shilla hotel, a big hotel in Seoul.
(VINVDFHET IV > Th, KEHK
TIVTEITHEVELETER, )

E: What hotel?

(EABERTINVTTN?)

The following is a rejected sample.

S: I put radish inside a pot.
(RAERD 713 B ANT, )
E: Which pot?
(EDOBHMTIN"?)

In this case, the pot seems not to be the focus word
in the dialogue context and should not be elabo-
rated upon as the next dialogue topic.

The following example is an accepted assess-
ment.

S: T ate many dishes and visited many places, so
I really enjoyed the time.
(WAABRBDERERNZYDREZDLTE
NIFELWRPBIEE U7 )
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(+p <.1,*p < .05 ** p < .01)
E: Thatis good. (\V\\WT9 4, )
The following is a rejected sample.

S: She gets angry if I do not start to eat while it
is still hot.
(B VWD BIZEBRBNWERD £3, )

E: Thatis bad. 3&&TL 7243, )

In this case, although there is actually negative
word angry, the user was just introducing his family
and the sentiment of this utterance seems to be
neutral.

3.3 Comparison with WOZ system

We compared the autonomous system with the
WOZ system in order to investigate how much it
could match that of a human. Table 4 reports the
average scores on the subjective evaluation. The
question items consist of three categories: robot be-
havior, impression of the robot, and impression of
the dialogue. The subjects evaluated each question
item in the 7-point scale from 1 to 7. Overall the
evaluated scores were higher than the middle point
(4), meaning the autonomous system was given a
positive evaluation.



Table 4: Average values (standard deviation) on the analysis of the subjects’ utterances and results of t-test

Analyzed behavior Autonomous WOz p-value
Subject’s utterance time / min. 383 (55 375 (59 .287
Number of uttered words / min. 107.5 (19.1) 112.0 (23.1) .177
Unique number of uttered words / min. 290 (44 326 (5.1) .003**
Number of uttered content words / min. 532 (9.8) 556 (12.3) .220
Unique number of uttered content words / min. ~ 23.3 ( 4.1) 263 ( 4.4) .008 **
**p <.01)

We conducted a paired t-test on each question
item between the autonomous and WOZ systems
(n=20). In the first category, significant differences
were observed from Q1 to Q4, but no significant dif-
ferences were observed in Q5 and Q6. This means
that the subjects could perceive the difference in
ERICA’s utterances between the autonomous and
WOZ systems. However, from QS5, there was no
clear difference in encouraging the subjects’ talk.
From Q6, the frequency of listener responses was
natural even in the autonomous system.

In the second category, significant differences
were observed in questions Q7, Q9, Q13, Q14, and
QI15. Interestingly, although there is no significant
difference in the listening attitude (Q10, Q11, Q12),
significant differences were observed in the items
of dialogue understanding (Q13), showing interest
(Q14), and empathy towards the user (Q15). This
means that the proposed system achieved basic
listening skills as well as a human operator, but
there is room for improvement on sophisticated
skills.

In the third category, impression on the dialogue,
scores of both items had significant differences. It
is expected that improving the above-mentioned
items (e.g., Q13, Q14, Q15) leads to improvement
on the impression of this dialogue.

We also analyzed the subjects’ utterances as re-
ported in Table 4. These measurements provide ob-
jective scores on how much the systems encouraged
the subjects’ talk. To count the number of words,
word segmentation is required in the Japanese lan-
guage so we used a public tool °>. Content words
were defined as nouns, verbs, adjectives, adverbs,
and conjunctions. From our result, the numbers of
uttered words and content words were not different
between the autonomous and WOZ systems. Inter-
estingly, the unique numbers of uttered words and
content words were significantly different, mean-
ing the human operators could elicit a wider variety
of lexical content than the autonomous system.

‘https://taku910.github.io/mecab

125

Table 5: Total frequencies (per session) of each re-
sponse type uttered by the WOZ operators

Response type Frequency
Backchannels 1,573 (78.7)
Repeats 48 (24
Elaborating questions 13 (0.7
Assessments 126 ( 6.3)
Generic responses 259 (13.0)
Backup questions 3 (0.2
Others 28 (1.4

Finally, we analyzed the distribution of listener
responses in the WOZ system, as reported in Ta-
ble 5. Note that generic sentimental responses
are included in generic responses because it is
hard to distinguish them when they are said by the
WOZ operator. Compared with the case of the au-
tonomous system reported in Table 1, assessments
were used more by the human operators. Further-
more, the number of repeats was smaller in the
WOZ system. This difference can be reflected in
the design of the priority order of response types
shown in Figure 2.

4 Conclusion

In this work, we described the implementation of an
attentive listening system for the android ERICA.
We discussed details of the system including how
it generates various response types based on the
user’s utterance. Furthermore, we conducted a user
study to investigate the performance of the system
compared to one operated by a WOZ operator. We
found that the proposed system could match the
WOZ system in terms of perceived basic listening
skills, but was outperformed by the human for more
sophisticated skills such as displaying empathy.
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A Appendix: Dialogue example

A dialogue example of the proposed system is as
follows, together with original Japanese sentences.
E and U represent ERICA (system) and user ut-
terances respectively. Note that this is a written
example for illustrative purposes, and backchan-
nels are omitted in this example.

El: Please tell me your most memorable travel.
(5 ETTRHHRIZE > TV IRITIC
DWTHBEHZEPETLSZIW, )

Ul: Last year, I went to Kyoto to visit a park.
(BH, FHICHDRAEANTEE U )

E2: Which park? (elaborating question)

(EDORETETN"?)

It is Maruyama park.

(MIIAETY, )

E3: Maruyama park (repeating)
(HIIAETE 2, )

U3: There is a famous cherry blossom.

(T I BRBHPDH £7, )
E4: A famous cherry blossom (repeating)
(BT Dy )

Then I watched the cherry blossom.

(ZFN T, ZOWMEREUR )

E5: Isee. (generic response)

(ZD72ATITH, )

It was really beautiful and I was moved.

(RYITHBECTREIL X U7z, )

E6: That is nice (assessment)

W\ T34, )

— long silence —

U2:

U4:

Us:
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E7:

U7:

ES8:

US:

E9:

Where did you go after that? (backup ques-
tion)
(ZEDHLIFEIPANTEELLENT)
Yes. I went shopping in a mall.

(v, Yav b rIrE—ILAEHWYIIZ
TEFELA )

Where is the mall? (elaborating question)
(XZDvavEry7E=ILTINT?)
It is in the middle of the city and it was very
crowded.
HOHRLMIZH B2H DT, & THEM
LTWx L7 )

That’s hard. (assessment)

(RZETTh, )



