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Abstract

In this paper, we introduce our submission for the SemEval Task 12, sub-tasks A and B for
offensive language identification and categorization in English tweets. This year the dataset
for Task A is significantly larger than in the previous year. Therefore, we have adapted the
BlazingText algorithm to extract embedding representation and classify texts after filtering and
sanitizing the dataset according to the conventional text patterns on social media. We have gained
both advantages of a speedy training process and obtained a good F1 score of 90.88% on the
test set. For sub-task B, we opted to fine-tune a Bidirectional Encoder Representation from a
Transformer (BERT) to accommodate the limited data for categorizing offensive tweets. We have
achieved an F1 score of only 56.86%, but after experimenting with various label assignment
thresholds in the pre-processing steps, the F1 score improved to 64%.

1 Introduction

In the era of social media and communications, it is easier than ever to freely express opinions on a
plethora of topics. This openness creates a proliferation of useful information for productivity and making
the right decisions. However, it also brings up opportunities for harsh discussions that can easily reach
uncivilized, hateful, offensive or toxic levels (Shaw, 2011). Forms of offensive language are many-fold and
there is no concensus in the terminology. In an effort to unify the terminology used by the NLP community
working on the offensive language detection tasks (Caselli et al., 2020) proposed the AbuseEval annotation
scheme to reconcile these term definitions based on the explicitness and target of the abusive language.

The NLP community has risen to the challenge of investigating the methods that reduce the phenomenon
of offensive language. Due to the diversity of internet communication, this problem is addressed for
languages other than English, such as Arabic (Mubarak et al., 2017), German (Wiegand et al., 2018),
Italian (Bosco et al., 2018), and other languages. The most prominent efforts in this regard have been the
HatEval Task 5 of Semeval-2019: Multilingual detection of hate speech against immigrants and women in
twitter (Basile et al., 2019) and the OffensEval Task 6 of SemEval-2019:Identifying and Categorizing
Offensive Language in Social Media (Zampieri et al., 2019b), which is seeing its second edition this year,
as Task 12 of SemEval-2020: Multilingual Offensive Language Identification in Social Media (Zampieri
et al., 2020).

The OffensEval 2019 challenge (Zampieri et al., 2019b) introduced labeled data sets containing
offensive tweets. In its second edition it is again divided into three sub-tasks for granular identification of
abusive language. The goal of the first task (Task A) is to differentiate between offensive and non-offensive
language. The second (Task B) and third (Task B) tasks are focusing on a more fine-grained identification
such as the type and the target of the offensive text.

For our submission in sub-task A this year, we have opted for the BlazingText (Gupta and Khare,
2017) which can leverage multiple GPUs for training which leads to a 9x speedup compared to CPU
implementation with minimal effect on the quality of embedding and classification. For task B we have
chosen a BERT fine- tuned model for our submission since it produces better results in our experiments.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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The rest of this paper is structured as follows. We explore some background of the problem of offensive
language detection from the prospective of NLP and previous work in the field. Then we discuss the
OffensEval 2020 (Zampieri et al., 2020) challenge, including the dataset and task description. Afterwords,
we present our system description and the obtained results. Finally, we conclude the paper and give
suggestions for future work.

2 Background

Identifying offensive language on the internet has become one of the most popular applications of NLP
(Schmidt and Wiegand, 2017). In (Baldwin et al., 2013) authors conducted a systematic study on texts
of social media and microblogs. They proved that text on social media texts is linguistically noisy and
less grammatical than edited text. Researchers have proposed a set of feature engineering methods with
different levels of effectiveness. Surface features such as bag of words and n-grams are the simplest
representative features of texts. A more advanced technique for extracting numerical representations for
texts is word generalization which include methods such as word clustering (Warner and Hirschberg, 2012),
distributed word representations using neural networks (word embedding), and document embedding
(Djuric et al., 2015). Another prominent feature engineering technique is multimodal features, which
incorporates additional features from images, audio and video. Authors in (Yang et al., 2019) used feature
fusion of text and photos for detecting hate speech in Facebook posts.

On the other side, the advancements of language modeling and machine learning techniques show
promising results when tackling the problem of offensive language identification. In the first edition of
OffensEval (Zampieri et al., 2019b), transfer learning methods such as BERT (Devlin et al., 2019) proved
to be among the most effective and accurate (as shown by the best system at OffensEval 2019 (Liu et
al., 2019)) especially when dealing with limited labeled datasets. Still, some other models proved their
predictive power as well, e.g., the C-BiGRU model which combines a Convolutional Neural Network
(CNN) with a bidirectional Recurrent Neural Network (RNN) (Mitrović et al., 2019) that scored in the 9th
position of OffensEval 2019.

As this year’s OffensEval dataset for English is significantly larger than last year, we have to think
about the time needed for building a model and generating inferences. Conventionally large pre-trained
model might pose a difficulty on the system performance when it is deployed to generate inferences in the
long run.

3 Dataset and Tasks Description

OffensEval 2020 provides a massive dataset compared to the OffensEval 2019 round of the challenge
which only contains 13420 records. There are many opportunities now for the state of the art deep learning
models which tend to perform better on large amounts of data. At the same time this generated a new
challenge on how to process the data as efficiently and as fast as possible. It becomes a necessity to rely on
a GPU powered machine to train complex neural network models with billions of words in the given text
corpus. In the following sections of this paper, we will illustrate our methodology to tackle that challenge
and harness the usefulness of data proliferation.

The training and development data set for OffensEval 2020 is composed of over 9 million records, each
record containing a short text representing a tweet. Similarly to OffensEval 2019 dataset(Zampieri et al.,
2019a), OffensEval 2020 (Rosenthal et al., 2020) is annotated with a hierarchical three-level annotation
schema. The goal of the first annotation level is to discriminate between offensive and non-offensive
tweets. The second annotation level is based on the of offense seen as a targeted insult (TIN) or un-targeted
insult (UNT). Finally, the third annotation level is focusing on three target types including individual
(IND), group (GRP) and other (OTH). A summary showing the statistics of the dataset is shown in Figure
1. As the dataset labels where given in terms of probabilities, in the next section we will discuss how the
label assignment was performed.
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Figure 1: OLID Data and label organization based on an 0.5 threshold for label assignment

4 System Description

Our submissions target tasks A and B for the English language dataset (Rosenthal et al., 2020). We will
start with discussing the pre-processing pipeline and then the classification methods we used.

4.1 Data pre-processing

Text extracted from social media contains a wide range of irregularities such as misspelling, duplication
and incorrect punctuation, that is specifically true for texts with offensive language tunes. Therefore, we
start with performing data cleansing and normalization by removing the special characters and applying
lower case transformation to help reduce the dimensionality. We then replace emojis into their respective
representative text to improve the context of our target text. Finally, we used the Wordsegment library to
tokenize and extract individual words from hashtags (Djuric et al., 2015).

In contrast to the OffensEval 2019 dataset (Zampieri et al., 2019a), the labeled data are given as
probability values. For sub-task A, a probability value closer to one indicates an offensive tweet, while a
probability closer to zero indicates a non-offensive tweet. After investigating the dataset, we have decided
to assign the label (OFF) for tweets that have a probability higher than 0.5 and (NOT) otherwise. Similarly,
for the sub-task B, we have used the 0.5 threshold to assign whether the offensive tweet is untargeted
(UNT) or targeted (TIN). Figure 1 shows a reasonable class distribution according to the aforementioned
threshold.

Since the data set for task A is relatively large, we have used 99% of the development data as a training
set and the remaining 1% are considered sufficient for validation and testing sets. While for task B, we
have stick with the conventional data splitting ration of 60:20:20 for training, validation and test sets
respectively.

4.2 Methodology

Baseline Model After cleaning the dataset as mentioned in the previous section, we have used the uni-
gram, bi-gram and tri-gram TF-IDF as the input features and compared the performance of three classifiers,
including Logistic Regression (LogR), Support Vector Machines (SVM) , and Decision Trees (DT). We
have only considered the results of the classifiers trained on the bi-gram TF-IDF as it shows the best
performance.

BlazingText Algorithm For sub-tasks A and B, we have used BlazingText for classification. Blaz-
ingText was introduced by researchers at Amazon (Gupta and Khare, 2017). They propose an efficient
implementation of Word2Vec (Mikolov et al., 2013) and FastText classifier (Joulin et al., 2016) that can
take advantage of multiple CPUs and GPUs in training the model and real-time inference. We have
also turned on automatic hyperparameter tuning for the learning rate, vector dimension, minimum word
count and word n-grams parameter of the BlazingText for classification model. The best performing
hyper-parameters were as following; the selected mode is of type Supervised, a minimum word count of
5, learning rate set to 0.05, early stopping is activated with minimum number of 5 epochs, word ngrams is
set to 2, and the dimension of the embedding layer is set to 10. The model training time for the whole
dataset amounts to 40 seconds and generating inferences for the whole testing set took around 2 seconds.
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BERT The Bidirectional Encoder Representations from Transformers, is a pretrained transformer model
developed by the Google research team (Devlin et al., 2019) where it is originally used for understanding
user searches. We have utilized the uncased-BERT-Base architecture which is composed of a network of
12 layers for Task B where we have a considerably smaller dataset. We have decided to limit the length
of the input sentences to 128 characters where longer sentences are truncated while padding tokens are
added for shorter sentences.

5 Results

In Table 1 we report our results for sub-task A. Starting with the results on the cross validation test,
BlazingText appears to have a better F1 score of 94.1% compared to the 92.9 model of the baseline SVM
model. Similarly, on the gold test set, the F1 score from the BlazingText model outperforms the base
model.

Model
Accuracy F1

Runtime
CV Gold CV Gold

BlazingText 96.89% 92.1% 94.1% 90.88% 40 seconds
BaseMode 96.37% 92.3% 92.9% 90.2% 12 minutes
All NOT 83.87% 72.1% 45.9% 42% NA
All OFF 16.1% 27.9% 13.8% 21.7% NA

Table 1: Experimental results of sub-task A (CV = cross-validation; gold = gold test set) based on a 0.5
threshold for label assignment..

One important observation on the difference between the 2019 and 2020 OffensEval sub-task A results
with the same methods is that, using an additional dataset for the considerably smaller dataset appeared to
give a big performance benefit in terms of the accuracy as well as the F1 score, while that was not the
case for the larger, 2020 dataset. Table 2 shows the test results of the gold test data for 2019 based on
training data set of 2019 dataset only versus using additional data from the 2020 OLID data.

Model
Model results on 2019 Gold Testset

Training with OLID 2019 Training with OLID 2019 and 2020
BlazingText 76.5% 82.7%
BaseMode 70.9% 79.6%

Table 2: Test results comparison on 2019 data when training with additional data set versus only training
with OLID 2019 dataset

For sub-task B, we have chosen the fine-tuned BERT model as it performs the best according to our
experiment, however the training time was significantly longer than training a BlazingText model with a
marginal performance improvements of around 0.3%. Our submission achieved 56.86% F1 score on the
gold test set. After the competition ended we have experimented with various thresholds when assigning
the labels for sub-task B. It was apparent that choosing a threshold of 0.4 rather than 0.5 significantly
improved our results for both cross validation and gold test set by 9% where the BERT model was also
best performing model with 64% F1 score as shown in table 3.

6 Conclusion and Future Work

In this paper we have presented our submission for the OffensEval 2020 competition for sub-tasks A and
B. While being optimizing for accuracy, we have also considered the time required to train a model and
generate inferences which is critical for taking proactive action to fight against hate speech on social media.
To achieve that we have chosen a highly scalable and speedy implementation of Word2Vec and FastText
called BlazingText. We have also compared its performance with the BERT model as one of the efficient
transfer learning methods used for offensive language identification. BERT shows marginal accuracy
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Model
Accuracy F1

Runtime
CV Gold CV Gold

BERT 75.6% 69.7% 67.4% 64% 2 hours
BaseModel 70.3% 69.5% 64.5% 63.2% 7 minutes
BlazingText 71% 68.34% 64.3% 62.9% 12 seconds

Table 3: Experimental results of sub-task B (CV = cross-validation; gold = gold test set) based on a 0.4
threshold for label assignment.

improvements which raises some questions regarding the cost and benefit of transfer learning models.One
of our future goals is to study the trade-offs between accuracy of the system and its responsiveness. We
also want to compare the more computationally efficient implementations of BERT such as TinyBERT
(Jiao et al., 2019) and DistilBERT (Sanh et al., 2019) to find a balance between accuracy and speediness of
an offensive language detection system. An important aspect of offensive language is its rhetorical impact.
We want to study the effects of rhetorical features in offensive language as they are quite common and
contribute to the implicit interpretation of such language. We will use the methods laid out in (Mitrovic
et al., 2020) and (Mitrović et al., 2017), and combine them with the latest NN approaches to detecting
offensive language.
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