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Abstract

The issue of preservation and revitalization of the indigenous languages is gaining attention
from the public in recent days. Developing NLP techniques related to the indigenous
languages will help to preserve and promote these languages. Word inflection or
morphological forms in Seediq are plentiful. Major categories of the inflections are mainly
for representing the focus or aspect, such as perfective aspect, active voice, patient voice,
locative voice, etc. The focus system of the Austronesian languages is quite different from
Chinese. It is important to identify the information of focus or aspect in words if we want to

study machine translation among Taiwanese indigenous languages and other languages.

The morphological structure of a Seediq word consists of its word root, prefixes, infixes, and

suffixes. This kind of information cannot be obtained directly from the surface of a Seediq
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word. Dictionaries only offer the information of word roots. Furthermore, due to the rule
of vowel reduction in Seediq, the surface of a Seediq word is not the same as the concatenation
of affixes and word root. This paper focuses on automatically analyzing the morphological

structure of a Seediq word given its word root.

Moreover, there are also rules of vowel neutralization and final consonant variation. During
the research, we found that a word root would return to its original form when combining with
the suffixes. We define the original form of a root word as a “deep root”.  Since there is no
information about deep roots in the dictionary, this paper also proposes methods to predict deep
roots of Seediq words. The experimental data come from the works of Prof. Li-May Sung:

the grammar book “E{E v sEzE A NS (An Introduction to Seediq Grammar) and the online
dictionary “Z{HE v sE{E & ZE M 77 = (Tgdaya Seediq) from the Council of Indigenous
Peoples.

First, several morphological analyzing rules were created from the knowledge provided in the
grammar book. These rules were used to detect the occurrences of affixes. Deep roots were
learned from the set of different words referencing to the same root words. The mapping of
root words with their deep roots could be further used to derive deep-root-prediction rules for
unknown words. The rule-based system successfully detected the deep root and the existence

of affixes with a precision of 98.66% and a recall of 88.29% on the test data.

Because one prefix string can be divided into several different structures, we used machine
learning methods to solve the ambiguity. The best system was developed by bigram model
where grams were atomic prefixes. Zero probability in the bigram model was replaced by the
unigram probability (weighted by a), where the unigram model was also smoothed by the
Lidstone smoothing method (with an addition of A to the frequencies). The best prefix

analysis system achieved an accuracy of 76.92% on the test data.
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