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Abstract

We introduce Kannada CodeMixed Dataset (KanCMD), a multi-task learning dataset for senti-
ment analysis and offensive language identification. The KanCMD dataset highlights two real-
world issues from the social media text. First, it contains actual comments in code mixed text
posted by users on YouTube social media, rather than in monolingual text from the textbook.
Second, it has been annotated for two tasks, namely sentiment analysis and offensive language
detection for under-resourced Kannada language. Hence, KanCMD is meant to stimulate re-
search in under-resourced Kannada language on real-world code-mixed social media text and
multi-task learning. KanCMD was obtained by crawling the YouTube, and a minimum of three
annotators annotates each comment. We release KanCMD 7,671 comments for multitask learn-
ing research purpose.

1 Introduction

A surge in the active users on social media has given rise to people’s engagement in expressing their opin-
ions in the form of comments and reviews on social media platforms such as Facebook, YouTube and
Twitter (Severyn et al., 2014; Clarke and Grieve, 2017; Tian et al., 2017). We see a lot of informal texts
which do not follow any grammatical rules, sometimes code-mixed and even written in non-native scripts
(Bali et al., 2014; Jose et al., 2020; Chakravarthi et al., 2020a). These texts can be offensive and may be
directed towards an individual or community to show their dissent. Thus offensive language identifica-
tion is essential for social media platforms to minimise these activities (Bohra et al., 2018). Sentiment
analysis is used to interpret and classify emotions from text data after analysing it with various existing
techniques (Pang and Lee, 2008). It has received a lot of interest in industry and research for identifying
customer satisfaction on products and services, but there is no dataset available for code-mixed Kannada
language. Code-mixing refers to the pairing of linguistic units from two or more languages into a sin-
gle conversation (Pratapa et al., 2018; Priyadharshini et al., 2020). Code-mixed sentiment analysis and
offensive language identification when succeed trained on code-mixed data while regular monolingual
sentiment analysis might prove ineffective due to the large variations in the text (Banerjee et al., 2020).

Kannada language (ISO 639-3:kan) belong to Dravidian language family (Chakravarthi et al., 2019b;
Chakravarthi, 2020), spoken predominantly by the people of Karnataka State in south India. Kannada
language uses Kannada script also called Caranese which is derived from Bhattiprolu Brahmi script
(Chakravarthi et al., 2020c). It is a phonemic adugida written from left to right (Chakravarthi et al.,
2019a). We observed six combinations among code-mixed sentences such as no-code-mixing only Kan-
nada written in Kannada script or Kannada written in the Latin script, inter-sentential code-mixing,
code-switching at morphological level, intra-sentential code-mixing, inter-sentential and intra-sentential
mix. Most comments were written in Kannada script either with Kannada grammar with English lexicon
or English grammar with Kannada lexicon. Some comments were written in Kannada script with English
expressions in between. Figure 1 illustrate the different level of code-mixing in our dataset.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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Code Switching Type

EXAMPLE

Translation

No-code-mixing:
Only Kannada (written in
Kannada Scriptonly)

OFF DD o DBE* oFF FgdE* Fed, BDIahY B Folrt
ReF ded sNTT.

Great lyrics and music mate, Everyone in my
home is obsessedwith this song.

Inter-sentential code-mixing: Mix
of English and Kannada
(Kannada written in Kannada
script only)

My favorite song in 2019 is Taaja samachara m&ﬁ%}
dob3e wad, B Hord Beds) Bewor weed NI,
Everybodywatch this.

My favourite song in 2019 s Taaja
samachara. If it is heard by literary
lovers,they would want to hear it
again. Everybodywatch this.

Only Kannada (written in Latin
Script)

Neevu varshkke ondu cinema madru supper 1varshkke
3-4cinemamadobadalige intha ondu cinema saku.

If you make one movie a year it's
super,instead of doing 3-4 movies a year, one
movie of this type is enough.

Code-switching at morphological
level: (written in both Kannada
and Latin script)

Nanage ey @ 8 detolee S~ 83,00 ehoe HoRF
deslike SrB02RD.

| feelthat this video has beendisliked by the
fans of Rashmika Mandana.

Intra-sentential mix of English
and Kannada (written in Latin
Script only)

Wonderful song daily 5/6 kelalill Andre eno miss
madakodante.

A wonderful song, if | don’t hear this song 5-6
times a day, | feel like | am missing
something.

Inter-sentential and intra-
sentential mix.
(Kannada written in both Latin

nedy 0ge P, LI Do d00 .. R waiting for
Rwad).... caritre bareyo o 31:1x] ad.. All The bestyour

bright —-f,g’/aéaéoﬁ

Don't know why,| am obsessedwith Rakshit
Shetty’s acting. waiting for your movie,
expecting it to be a blockbuster. All the best

and Kannada script) for your bright future.

Figure 1: Examples of code mixing in our dataset.

In multitask learning, the objective is to utilize the process of learning multiple tasks in order to im-
prove the performance of the system (Martinez Alonso and Plank, 2017). Sentiment analysis and offen-
sive language identification are related and has common aspects between them. Having the model to learn
both tasks would be advantages to utilise some cues from one task to improve the other. Since Kannada
is morphologically rich and under-resourced language (Prabhu et al., 2020) to improve the performance
of the classification system, we annotate dataset for multitask learning. To detect customer satisfaction
and eliminate offensive language in these platforms, we release KanCMD, a dataset of YouTube video
comments in code-mixed Kannada-English.

2 Related Work

Sentiment analysis has become one of the primary areas of research with applications across many trades
and industries(such as finance, online marketing, political science) (Severyn et al., 2014). Over the last
20 years, social media networks have contributed immensely to the availability of rich data sources for
analysis of sentiment (Clarke and Grieve, 2017; Tian et al., 2017). This combined with efforts directed
towards the compilation of sentiment lexicons (Turney, 2002; Lal et al., 2019) have resulted in this
branch of natural language processing maturing out. In the early years of research, n-grams were used
for classification of sentiments carried by the datasets. Recently, these methods have been replaced by
neural model architectures. However, sentiment analysis in Kannada (Hegde and Padma, 2015; Kumar
et al., 2015) has not achieved this.

Aggression identification in social media (Kumar et al., 2018) and offensive language identification
(Zampieri et al., 2019) shared task has been conducted to improve the research in this area. Offensive
language identification dataset was released for Greek (Pitenis et al., 2020). However, offensive lan-
guage identification has not been made for the Kannada language. For language identification (LID)
systems in code-mixed Languages, a Kannada-English dataset containing English, Kannada and several
word-level code-mixed words was created by Sowmya Lakshmi and Shambhavi (2017). A stance de-
tection system was employed to detect stance in Kannada social media code-mixed text using sentence
embeddings. Machine learning models such as logistic regression and a distributed memory model for
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sentence vectors were among the models to experiment (Skanda et al., 2017). Distributed representations
of texts through neural networks method has experimented for sentiment analysis on Kannada-English
code-mixed dataset, which had three tags, Positive, Negative and Neutral (Shalini et al., 2018). How-
ever, the dataset for Kannada was not easily available for research purpose. Following (Chakravarthi et
al., 2020a), we downloaded the YouTube comments for Kannada and annotated. In our research, we
release code-mixed dataset for under-resourced Kannada for sentiment analysis and offensive language
identification as multi-task learning dataset.

3 Dataset Construction

We create a dataset for two tasks, namely, sentiment analysis and offensive language identification. We
collected comments from YouTube using YouTube Comment Scrapper '. We collected comments from
18 videos on different topics ranging from movie trailers, current trends about the ban on mobile apps
in India, India-China border issue, Mahabharata, and Transgenders. We used these keywords to find the
video and then from the videos we collected the comments. This was collected between Feburary, 2020
and August, 2020.

3.1 Sentiment Analysis
For sentiment analysis, we adopted the approach taken by Chakravarthi et al. (2020b), and a minimum
of three annotators annotated each sentence according to the following schema:

o Positive state: Comment contains an explicit or implicit clue in the text suggesting that the speaker
is in a positive state.

o Negative state: Comment contains an explicit or implicit clue in the text suggesting that the speaker
is in a negative state.

e Mixed feelings: Comment contains an explicit or implicit clue in both positive and negative feeling.

e Neutral state: Comment does not contain an explicit or implicit indicator of the speaker’s emotional
state.

e Not in intended language: For Kannada if the sentence does not contain Kannada written in Kan-
nada script or Latin script then it is not Kannada.
3.2 Offensive Language Identification

We constructed offensive language identification for the Kannada language at different levels of com-
plexity following Zampieri et al. (2019) work. More generally it expands to three-level hierarchical
annotation schema. To simplify, we have split it into six labels.

e Not Offensive: Comments does not contain offence or profanity.

o Offensive Untargeted: Comments contain offence or profanity without any target. These are com-
ments which contain unacceptable languages that do not target anyone.

Offensive Targeted Individual: Comments contains offence or profanity which targets the indi-
vidual.

Offensive Targeted Group: Comments contains offence or profanity which targets the group.

Offensive Targeted Other: Comments contains offence or profanity which does not belong to any
of the previous two categories( e.g., a situation, an issue, an organization or an event).

Not in indented language: Comments not in the Kannada language.

"https://github.com/philbot9/youtube-comment-scraper-cli
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Gender Male 2
Female 3
Higher Education Undegraduate | 1
Graduate 2
Postgraduate | 2
Medium of Schooling | English 4
Kannada 1
Total 5

Table 1: Annotators

Language pair Kannada-English
Number of Tokens 64,997
Vocabulary Size 20,667
Number of Posts 7,671
Number of Sentences 8,472
Average number of Tokens per post 8
Average number of sentences per post 1

Table 2: Dataset statistics

3.3 Annotators

We created Google forms to collect annotations from annotators. Gender, education background,
medium of schooling was collected to know the diversity of the annotator. The annotators were warned
that comments might have offensive language and abusive text. The annotator was given a choice to stop
annotation if they find it disturbing or could not handle. Annotators were asked not to be biased to a
particular person, situation or event during the annotation of comments. Each form was annotated by a
minimum of three annotators and maximum of 5 annotators. From the Table 1, we can see that majority
of the annotators’ medium of schooling is English even though their mother tongue is Kannada and they
were from Karnataka state in India where Kannada is the official language of the state. Krippendorff’s
alpha for sentiment analysis annotation was 0.73, and offensive language identification was 0.78.

Class Kannada-English
Positive 3,518
Negative 1,484
Mixed feelings 691
Neutral 842
Other language 1,136
Total 7,671

Table 3: Sentiment Analysis Dataset Distribution

4 Data Statistics and Analysis

After performing annotations using google forms for both of the tasks, sentiment analysis and offen-
sive language detection, all of the responses were converted into .csv format and then combined to a
single dataset containing all the annotations. Our goal is to analyse the multitask dataset and perform
experiments with several machine learning algorithms to establish benchmark results.

Table 3 and Table 4 shows the dataset statistics of the Kannada-English code-mixed dataset. As shown
on the table, this huge dataset has 64,997 tokens, where the vocabulary size is 20,667. There are 7,671
comments and 8,472 distinct sentences in our code-mixed dataset. On average, there are eight tokens
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Class Kannada-English
Not Offensive 4,336
Offensive Untargeted 278
Offensive Targeted Individual 626
Offensive Targeted Group 416
Offensive Targeted Others 152
Other language 1,863
Total 7,671

Table 4: Offensive language Identification Dataset Distribution.

per sentence, and there is at least one sentence per post. As described earlier, the whole dataset was
categorised into two tasks, sentiment analysis and offensive language detection.

The first task performed on the dataset was sentiment analysis. It was categorised into five groups, such
as positive, negative, neutral, mixed-feelings, other languages. As mentioned in table 3, the distribution
is as follows. Out of 7,671 posts, 3,518 have a positive polarity, being the most frequent category in
this task of sentiment analysis. The second-largest category was a negative state, accounting to 1,484
comments of the whole code-mixed dataset. The absence of a speaker’s emotional state relating to the
subject in a post was considered as a neutral state. We split the dataset retaining ten percentage of the
dataset, that is, 768 for the test, ten percentage for validation, being 767 and the remaining for training.

The second task performed on the dataset was offensive language detection. It was categorised into
six groups such as not offensive, offensive untargeted, offensive targeted individual, offensive targeted
group, offensive targeted other, other languages. Since the same code-mixed dataset was used for this
task, the dataset statistics would be the same here. Out of 7,671 posts, 4338 of them were not considered
to be offensive, which was the most frequent category in this task. We similarly split the dataset to what
was done for the task of sentiment analysis.

5 Benchmark Systems

In order to provide a simple baseline, we applied several traditional machine learning algorithms such as
Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), K-Nearest
Neigbours (KNN), Decision Trees (DT), Random Forest (RF) separately, for both of the tasks, sentiment
analysis and offensive language detection on KanCMD, the code-mixed Kannada-English dataset.

5.1 Experiments Setup
5.1.1 Logistic Regression (LR):

We evaluate the Logistic Regression model with L2 regularization. The input features are the Term
Frequency Inverse Document Frequency (TF-IDF) values of up to 3 grams. This approach results in the
model being trained only on this dataset without taking any pre-trained embeddings.

5.1.2 Support Vector Machine (SVM):

We evaluate the SVM model with L2 regularization. The features are the same as in LR. The main
objective of SVM classifier is to find a hyperplane in an N-dimensional space that distinctly classifies the
data points.

5.1.3 Multinomial Naive Bayes (MNB):

We evaluate a Naive Bayes classifier for multinomially distributed data, which is derived from Bayes
Theorem that finds the probability of a future event to the given occurred event. Laplace smoothing is
performed using o = 1 to solve the problem of zero probability and then evaluate the MNB model with
TF-IDF vectors.

5.1.4 K-Nearest Neighbour (KNN):

We use KNN for classification with 3,4,5, and 9 neighbours by applying uniform weights.
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Decision Tree (DT)

Class Precision Recall Fl-score Support | Class Precision Recall F1-score Support
Positive | 0.59 0.73  0.66 363 NO 0.64 0.78 0.70 417
Negative | 0.61 048 054 162 ou 0.21 0.09 0.13 33
Mixed |0.21 0.19 0.20 57 OTI 0.57 0.51 054 75
Neutral | 0.39 0.14 0.21 83 OTG 0.29 0.18 0.22 44
Other 0.45 0.47 046 103 OoToO 0.25 0.07 0.11 14

OL 0.56 045 050 185
accuracy 0.54 768 accuracy 0.60 768
M-Avg |0.45 040 041 768 M-Avg |0.42 0.35 037 768
W-Avg |0.53 0.54 0.52 768 W-Avg |0.57 0.60  0.58 768

Random Forest (RF)

Class Precision Recall Fl-score Support | Class Precision Recall Fl-score Support
Positive | 0.59 0.87  0.70 363 NO 0.65 0.89  0.75 417
Negative | 0.70 048  0.57 162 ou 0.00 0.00  0.00 33
Mixed |0.45 0.06 0.11 57 OTI 0.71 035 047 75
Neutral | 0.48 0.18  0.27 83 OTG 0.43 0.08 0.14 44
Other 0.53 0.50 0.52 103 OTO 1.00 0.06 0.11 14

OL 0.67 0.54 0.60 185
accuracy 0.59 768 accuracy 0.66 768
M-Avg |0.55 042 043 768 M-Avg | 0.58 032 034 768
W-Avg | 0.58 0.59 0.5 768 W-Avg |0.63 0.66 0.61 768

Logistic Regression (LR)
Sentiment Analysis Offensive Language Detection

Class Precision Recall Fl-score Support | Class Precision Recall Fl-score Support
Positive | 0.70 0.69 0.70 363 NO 0.77 0.76  0.77 417
Negative | 0.60 0.51  0.55 162 ou 0.04 0.03 0.04 33
Mixed |0.24 0.26  0.25 57 OTI 0.63 0.59 0.61 75
Neutral | 0.38 0.36  0.37 83 OTG 0.25 023 024 44
Other 0.45 0.55 0.50 103 oTo 0.22 029 0.25 14

OL 0.64 0.71  0.68 185
accuracy 0.57 768 accuracy 0.66 768
M-Avg |0.47 048 047 768 M-Avg |0.43 043 043 768
W-Avg |0.58 0.57  0.57 768 W-Avg | 0.66 0.66 0.66 768

Table 5: Tasks: Sentiment Analysis and Offensive language detection.Precision,Recall,F1-score and
support for DT and RF. Class : NO(Not Oftensive), OU(Offensive Untargeted), OTI(Offensive Targeted
Individual), OTG(Offensive Targeted Group), OTO(Offensive Targeted Others), OL(Other Language),
M-Avg (Macro Average), W-Avg (Weighted Average)

5.1.5 Decision Tree (DT):

Decision tree classification works by generating a tree structure, where each node corresponds to a feature
name, and the branches correspond to the feature values. The leaves of the tree represent the classification
labels. After sequentially choosing alternative decisions, each node is recursively split again, and finally,
the classifier defines some rules to predict the result. We used it to classify for the two tasks as shown
Table 5 for baseline. Maximum depth was 800, and minimum sample splits were 5 for DT. The criteria
were Gini and entropy.

5.1.6 Random Forest (RF):

Random Forest is an ensemble classifier that makes its prediction based on the combination of different
decision trees. We evaluate the RF model with the same features as DT.
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Support Vector Machine (SVM)

Class Precision Recall Fl-score Support | Class Precision Recall F1-score Support
Positive | 0.47 1.00 0.64 363 NO 0.55 1.00 0.71 417
Negative | 0.00 0.00  0.00 162 ou 0.00 0.00  0.00 33
Mixed |0.00 0.00  0.00 57 OTI 0.00 0.00 0.00 75
Neutral | 0.00 0.00  0.00 83 OTG 0.00 0.00  0.00 44
Other 0.00 0.00  0.00 103 OoToO 0.00 0.00 0.00 14
OL 0.00 0.00  0.00 185
accuracy 0.47 768 accuracy 0.55 768
M-Avg |0.09 0.20 0.13 768 M-Avg |0.09 0.17  0.12 768
W-Avg |0.22 0.47  0.30 768 W-Avg |0.30 0.55 0.39 768
Multinomial Naive Bayes (MNB)
Class Precision Recall Fl-score Support | Class Precision Recall Fl-score Support
Positive | 0.54 0.99 0.70 363 NO 0.60 098 0.74 417
Negative | 0.82 0.36  0.50 162 ou 0.00 0.00 0.00 33
Mixed | 1.00 0.02  0.03 57 OTI 0.86 0.33 048 75
Neutral | 0.75 0.04 0.07 83 OTG 0.00 0.00  0.00 44
Other 0.74 0.14 0.23 103 OTO 0.00 0.00  0.00 14
OL 0.78 022 034 185
accuracy 0.57 768 accuracy 0.62 768
M-Avg |0.77 0.31 031 768 M-Avg | 0.37 026 0.26 768
W-Avg | 0.68 0.57 048 768 W-Avg |0.60 0.62 054 768
K-Nearest Neighbour (KNN)
Class Precision Recall Fl-score Support | Class Precision Recall Fl-score Support
Positive | 0.51 091  0.65 363 NO 0.61 093 0.73 417
Negative | 0.67 0.10  0.17 162 ou 0.00 0.00 0.00 33
Mixed |0.44 0.07 0.12 57 OTI 0.78 0.19 030 75
Neutral | 0.50 0.05 0.09 83 OTG 0.67 0.09 0.16 44
Other 0.55 041 047 103 oTo 0.00 0.00  0.00 14
OL 0.66 0.34 045 185
accuracy 0.52 768 accuracy 0.61 768
M-Avg |0.53 0.31  0.30 768 M-Avg |0.45 026 0.27 768
W-Avg | 0.54 0.52 043 768 W-Avg | 0.60 0.61 0.55 768

Table 6: Tasks: Sentiment Analysis and Offensive language detection.Precision,Recall,F1-score and
support for LR, SVM, MNB and KNN. Class : NO(Not Offensive), OU(Offensive Untargeted),
OTI(Offensive Targeted Individual), OTG(Offensive Targeted Group), OTO(Offensive Targeted Others),
OL(Other Language). M-Avg (Macro Average), W-Avg (Weighted Average)

5.2 Experiment Results

The results of the experiments performed for both of the tasks of sentiment analysis and Offensive lan-
guage detection using different methods are shown in terms of Precision, Recall, F1-score and support in
Table 6 and Table 5. We used sklearn? to develop the models. A macro-average will compute the metrics
(precision, recall, F1-score) independently for each of the classes and then take the average. Thus this
metric treats all classes equally, and it does not take the attribute of class imbalance into account. A
weighted average takes the metrics from each class just like a macro average, but the contribution of
each class to the average is weighted by the number of examples available for it. The value counts of
different classes for both the tasks areas listed in support in Table 6 and Table 5.

For sentiment analysis, all the classification algorithms perform inadequately to average on the code-

*https://scikit-learn.org/stable/
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mixed dataset. Logistic regression, random forest classifiers and decision trees were the ones that fared
comparatively better across all sentiment classes. To our surprise, we see that SVM performs very bad,
having a bad heterogeneity than the other methods. The precision, recall and F1-score are higher for the
“Positive” class followed by the “Negative” class. All of the other classes performed very poorly. One of
the reasons being the nature of the dataset as the classes “Mixed feelings” and “Neutral” are challenging
to annotate for the annotators due to several factors behind its reasoning.

For offensive language detection, all the classification algorithms perform poorly. We see that logistic
regression and random forest are the ones that performed relatively better than the others. The precision,
recall and F1-score are higher for the “Not Offensive” class followed by the “Offensive Targeted Individ-
ual” and “OL” classes. The reasons for the poor performance of other classes are as same as sentiment
analysis. From Table 6 and Table 5, we see that the classification algorithms have performed better on
the task of sentiment analysis in comparison to their performance on the task of offensive language de-
tection. One of the main reasons could be the differences in the distributions of the classes among the
two different tasks. Out of the total of 7,671 sentences, 46% and 19 % belong to the “Positive” and the
“Negative” classes respectively while the other classes share 9%,11% and 15% respectively for sentiment
analysis. This distribution is relatively better when compared to offensive language detection task where
56% belong to “Not Offensive”, while the other class share a low distribution of 4%,8%,6%,2%,24%.

6 Conclusion

In this paper, we presented KanCMD, a multi-task learning dataset for sentiment analysis and offensive
language identification in under-resourced Kannada language. The dataset consists of 7,671 YouTube
comments annotated by a minimum of three annotators and had 0.73 for sentiment analysis annota-
tion, and 0.78 for offensive language identification in terms of Kripendorffs alpha inter-annotator agree-
ment. We believe this dataset will allow future work in under-resourced Kannada language to progress
in multi-task learning of the code-mixed real-world data. We have created computational models to set
the benchmark for this dataset. We aim to promote research in the Kannada language and to encourage
future investigations into multi-task learning for under-resourced languages in general and how it can be
used to improve performance for under-resourced languages.
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