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Abstract

Question answering is an essential task in nat-
ural language processing. According to our
review, the datasets for this task often contain
short answers. We raise a research question of
whether state-of-the-art models can perform
well when a longer answer is needed. We pro-
pose a dataset that contains much longer an-
swers called FitQA1 and conduct a brief per-
formance analysis among current state-of-the-
art models on this dataset. The robust trans-
former architecture like ALBERT achieved
90.9% F1 on SQuAD 2.0 but only got 47.3%
F1 score on FitQA. Our hypothesis is that for
longer context, the model needs to be guided
to focus on longer dependent words. We con-
duct a curriculum-learning-based framework.
Experimental results show that our approach
could improve the performance with the ap-
propriate answer length up to 55.3% on F1.
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1 Introduction

Machine reading comprehension (MRC), or the abil-
ity to read and understand the unstructured text and
answer questions about it remains a challenging
task in natural language understanding. This chal-
lenge spurs the development of large datasets and

1The dataset will be published along with the paper

Article: 5 Fat Loss Myths You Still Believe

Question: How to Limit Metabolic Compensation?

Context: How to Limit Metabolic Compensation The good news is there are some ways to reduce metabolic

compensation. Here are some things to do: Do your best to maintain as much muscle as you can. The metabolic

rate will not slow as much and be more resistance to fat regain. This means to make weight lifting the

dominant part of your fitness regime during fat loss. Cardio becomes a little more important after weight

loss, when the metabolic rate has lessened. You may want to save your cardio for after, rather than during the

competition diet. Eat more protein, see the first point above about maintaining muscle mass. And probably

increase the amount of protein as a percent of total calories. Do this during, but perhaps more importantly,

after fat loss. Cycle the calorie gap, having times where you’re in a strong deficit and other times where you’re

in no deficit at all. The recent MATADOR study (minimizing adaptive thermogenesis and deactivating obesity

rebound) showed this strategy got better results, had less metabolic adaptation, and much longer lasting results.

Don’t eat like an asshole when it all ends. Focus on blander foods and less variety of them. Doing the traditional

burger, pizza, and cheesecake binges will trigger the brain’s hedonistic response and cause you to want more of

that same dopamine hit all this when the metabolism is at its most vulnerable in terms of fat storage. And finally

you may want to consider some type of adaptogen like rhodiola or ashwagandha. I have no studies to back this up,

but I have very good success clinically with using these herbs along with the recommendations above to keep the

command and control center of the metabolism (the brain’s hypothalamus) stress-resistant and happy.

Figure 1: Example for FitQA dataset with the answer is
in bold

deep learning architectures. The current state-of-
the-art models can overwhelm the human perfor-
mance. RoBERTa (Liu et al., 2019) performs well
with 89.4%F1 score on SQuAD. Besides, A Lite
BERT(ALBERT) (Lan et al., 2019) is even better
when getting 91.365% F1 score and 88.716% ex-
act match(EM) on SQuAD 2.0. In contrast, the
human performance only gets 89.5% F1 score and
86.8% EM. Also, Microsoft has already built a
high-quality dataset called NewsQA (Trischler et al.,
2017), a challenging dataset with more than 100.000
question-answer pairs, But a new improving method



for BERT also known by the name SpanBERT
(Joshi et al., 2020), which masking spans instead
of token masks and the performance when applied
to NewsQA, has 73.6% F1 score on NewsQA. In
Robin Jia’s work (Jia and Liang, 2017), his proposed
method test whether a model can give a correct an-
swer while paragraphs contain some additional sen-
tences, which are noise for deep learning models.
This method worked well by decreasing the accu-
racy of sixteen models drops from 75% F1 score to
36%. SQuAD-Open is built by Chen (Chen et al.,
2017), an open domain question answering dataset
and contains only question and answer. The model
has to extract the response by the relevant context
from Wikipedia articles. This problem seems to
be a trend in question answering datasets. While
deep learning models are becoming more power-
ful and reaching human performance, more complex
datasets are needed to accelerate method and model
development.

We build the FitQA dataset to contribute to not
only computer science but also for the entire society.
FitQA is collected by crawling more than 200 arti-
cles from bodybuilding.com (bod, 1999) and
t-nation.com(LLC, 1998). The main purpose
of this dataset is for the health of society. On the in-
ternet, we have a lot of fakes and lack of information
news about nutrition and training like 30 days sit up
for sick-pack or deltoid drinking for losing weight,
etc. We cannot explain knowledge with a short sen-
tence, that is why we want FitQA to be very de-
tailed and diverse in answer. Figure 1 shows an ex-
ample of the phenomena of FitQA. We experiment
with different models and find that FitQA creates a
significant challenge to current comprehension mod-
els. In this paper, we also describe curriculum learn-
ing (Bengio et al., 2009), a training approach for
state-of-the-art models with the maximum of answer
length (MAL) is 30 and 60 to handle low resource
limitation.

2 Related Datasets

FitQA is built following the format of some tradi-
tional comprehension datasets. These vary in length,
size, problem, collection, and each has its distinctive
feature.

2.1 NewsQA
NewsQA (Trischler et al., 2017), a machine com-
prehension dataset with more than 100K question-
answer pairs. These pairs are created by human and
based on a set of over 12K news articles from CNN.
The answers consist of spans of text in the articles.
In NewsQA, they created some conditions for an-
swers to make the dataset more complex:

1. Word Matching: The similarities between
questions and answers are low; this condition
makes deep learning architecture harder to ex-
tract the answer from the article.

2. Paraphrasing: In each article, it must contain
one sentence that can answer the question. This
sentence requires synonym and global knowl-
edge.

3. Inference: Their answers must be found from a
piece of information in the article or by overlap.

4. Synthesis: The answers are only found by the
assumption of information through several sen-
tences.

5. Ambiguous/Insufficient: Some questions do
not have answers in the article.

Because of the complexity, this dataset is challeng-
ing for transformer architectures. To overcome this
challenge, SpanBERTJoshi et al. (2020) was devel-
oped with a new training approach by masking ran-
dom spans instead of random tokens and training
the span boundary representation for predicting the
whole content of the masked span, without depend-
ing on the token representations within it. Spand-
BERT achieved 73.6% F1 on NewsQA, that 83.6%
F1 on TriviaQA, 84.8% F1 on Search QA and more
significant results on other datasets.

2.2 TriviaQA
TriviaQA (Joshi et al., 2017) was collected into
650K question-answer-evidence triples. TriviaQA
has over 95K question-answer pairs and at least six
evidence documents for each question-answer pair.
In this dataset, up to 92% of the answers are the
article titles in Wikipedia, about 4% are numerical
answers, and the rest are free texts. The challenge
in TriviaQA is the overlap of each example in sev-



Length(word) Proportion
1-10 17.7%
11-20 22.7%
21-30 12%
31-40 10%
41-50 12.8%
51-60 10%
61-70 4.9%
> 70 9.9%

Table 1: Length statistics.

eral categories. It means each question-answer pair
can be found in multiple evidence documents. Right
now, the first place on the TriviaQA leaderboard is
83.99% on F1 score.

2.3 SQuAD 2.0

SQuAD 2.0, also called SQuADRUN, is created
base on SQuAD, but higher difficulty which con-
tains more than 130K examples in over 442 articles.
Beside answerable questions, it has more than 50K
unanswerable questions that look similar to answer-
able questions. To perform well on SQuAD 2.0, the
models also need to decide to answer the question
or not when the context does not support the answer.
Despite the fact that many challenges in SQuAD 2.0
dataset, the state-of-the-art model can surpass 90%
on F1 score.

3 FitQA

For this work, we analyzed the data collected
from bodybuilding.com (bod, 1999) and
t-nation.com(LLC, 1998). These contain a var-
ied topic that includes nutrition, training, diet, fat
loss, etc. FitQA focuses on topics that people are
often interested in like nutrition or training. By ob-
serving the habit of the people asking questions from
some popular forums, we can conclude that long an-
swers usually satisfy the questioner better because
it contains more relevant and useful information.
However, sometimes, a short answer is all they need.
Based on that observation, we build FitQA as a data
set of variable length answers. FitQA has almost
700 question-answer pairs, the length of an answer
is from 1 to 139 words. FitQA follows the format of
SQuAD 2.0 dataset, and answers are extracted from

spans of text in the article. The different and chal-
lenges that make it different from SQuAD 2.0 are as
below:

1. The average length of articles in FitQA is dou-
ble of that in SQuAD 2.0.

2. The average length of answers in FitQA is ten
times higher than SQuAD 2.0.

The state-of-the-art models are overwhelming hu-
man performance, and the dataset must be harder
and more challenges to be able to achieve some
important achievements in machine comprehension
task. There are some participants in this case,
NewsQA (Trischler et al., 2017) have more chal-
lenges than SQuAD (Rajpurkar et al., 2016) by hav-
ing less word matching examples(7.1%), more para-
phrasing example(7.3%) and more synthesis and in-
ference examples(13.4%). On the other hand, Triv-
iaQA has 69% questions that have different syntac-
tic structure and 41 % of them have lexically differ-
ent. Moreover, the information needed to answer the
question is scattered over multiple sentences. Based
on these ideals, we increase the complexity of FitQA
by the diversity in answer length. The length statis-
tics is showed as Table 1. To test the performance
of state-of-the-art models, we create the test set by
picking 100 examples with varied length, and the
rest is for the training set.

4 Curriculum Learning

We examine some previous work and propose a use-
ful method for handling the long articles and an-
swers. Curriculum learning (Bengio et al., 2009) is
a learning strategy in machine learning, we let the
deep learning model learn with easy examples first
and then gradually handles harder cases. Several
works have shown that this problem can be over-
come by using this learning strategy. As a result
of Cao Liu (Liu et al., 2018) in his natural answer
generation task, curriculum learning can increase his
model performance by 6.8% and 8.7% in the accu-
racy for easy and hard questions.

In our question-answering task, we defined the
complexity by the length of the answer. We assume
that an example containing a short answer is easy,
and an example having a long answer is difficult. We
want models to learn from easy to difficult sample



Figure 2: Illustration of the probability of picking example by curriculum learning with 3 epochs and temperature base
γ = 5

Figure 3: The overall diagram of question-answering task bases on transformer model and curriculum learning

and from the difficult to easy sample. We give every
single example a score equal to its answer length.
After that, we sort the list of examples in ascend-
ing order by scores to pop the sample by its index
easily. The formula and pseudo-code of curriculum
learning (Algorithm 1) to calculate the probability
of picking an example Index from n examples as
below:

indexij = bnxtiijc (1)

xij ∼ U [0, 1) (2)

where ti is the temperature of epoch ith obtained by:

ti = γαi (3)

αi =
2(1− i)

Nepochs − 1
+ 1 (4)

where γ is a temperature base, Nepochs is the total
number of training epoch. The temperature base γ
reflects how high the probability of picking a long or
short example through the epoch.

We illustrate the probability of picking example
curriculum learning as Figure 2. In the first epoch,

Algorithm 1: Curriculum learning pseudo-
code

Result: Sample by length
Input:
The list of nsample samples is sorted in ascending

order:SL;
γ is temperature base;
Nepochs is total number of epochs;
Output:;
The list of nsample samples is arranged by

curriculum learning:OL;
Function: curriculum learning(SL,γ,Nepochs):
OL← {}
for i = 1 to Nepochs do

tempLi = SL
αi = 2(1−i)

Nepochs−1 + 1
ti = γαi

for j = 0 to nsample do
xij = random(0,1)
indexij = length(tempLi)
OL.push(tempLi[indexij])
tempLi.pop(indexij)

end
end



Table 2: F1 and Exact Match(EM) scores on FitQA with MAL=30

FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA
Model uniform uniform γ = 2 γ = 3 γ = 5

EM(%) F1(%) EM(%) F1(%) EM(%) F1(%) EM(%) F1(%) EM(%) F1(%)
albert-base v1 11.1 34.9 16.9 42.5 15.3 43.1 16.7 44.0 15.0 42.1
albert-base v2 12.1 37.8 15.3 42.5 14.3 43.5 14.4 43.2 17.0 45.6

bert-base-uncase 6.9 31.1 17.8 45.0 17.8 45.0 17.0 44.2 16.7 46.1
roberta-base 5.6 25.1 14.1 42.7 14.3 45.5 14.7 42.3 14.4 43.8

Table 3: F1 and Exact Match(EM) scores on FitQA with MAL=60

FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA SQuAD 2.0+FitQA
Model uniform uniform γ = 2 γ = 3 γ = 5

EM(%) F1(%) EM(%) F1(%) EM(%) F1(%) EM(%) F1(%) EM(%) F1(%)
albert-base v1 8.8 38.6 18.3 51.3 15.7 51.3 16.7 50.8 17.0 51.4
albert-base v2 17.0 47.3 21.2 54.2 16.7 51.5 19.3 52.0 18.3 53.0

bert-base-uncase 6.9 31.1 17.0 52.6 15.4 51.4 20.33 53.9 17.7 52.1
roberta-base 4.9 30.9 19.0 52.7 18.0 53.3 20.3 53.7 19.0 55.3

we can easily see that the probability of picking the
examples with short answer is high and it is pretty
low with examples with long answer. In the second
epoch, the probability of picking example is uniform
distribution. In the last epoch, the probability of
picking the examples with long answer is extremely
higher than the short answer examples.

5 Experiment

5.1 Experiment Settings

From SQuAD and NewsQA leaderboard, there are
some approaches perform better performance, but
all of them are built base on the pre-trained model.
To test FitQA for the machine comprehension task,
we compare the performance of four common pre-
trained deep learning models: bidirectional encoder
representations from transformers (BERT), two ver-
sions of a Lite BERT (ALBERT), and RoBERTa.
We describe details of all the pre-trained models as
below:

1. bert-base-uncased: 12 layer, 768 hidden, 12
heads, 110M parameters, and trained on low-
cased english text.

2. albert-base-v1: 12 layer, 768 hidden, 128 em-
bedding, 12 heads, 11M parameter.

3. albert-base-v2: 12 layer, 4096-hidden, 128 em-
bedding, 64-heads, 223M parameters.

4. roberta-base:12-layer, 768 hidden, 12-heads,
125M parameters RoBERTa using the BERT-
base architecture.

We conduct experiments on SQuAD, FitQA. Perfor-
mance on these datasets is measured by exact match
(EM) and per answer token-based F1 score, which
was published by Rajpurkar et al(2016) (Rajpurkar
et al., 2016). The detailed settings are described as
below:

1. FitQA uniform: Using 4 pre-trained models
to test the performance on FitQA with uniform
probability of picking examples.

2. SQuAD 2.0 + FitQA uniform: Using 4 pre-
trained models, we first fine-tune the models on
SQuAD 2.0, then fine-tune the models again on
FitQA with uniform probability of picking ex-
amples.

3. SQuAD 2.0 + FitQA (Curriculum Learn-
ing): Using 4 pre-trained models, we first fine-
tune the models on SQuAD 2.0 with uniform
probability of picking examples, then fine-tune
the models again on FitQA with curriculum
learning with different γ (2, 3 and 5).



Figure 3 can illustrate the whole process of setting 2
and 3.

5.2 Main Result

According to information from SQuAD 2.0 leader-
board, the best performance that albert single can
archive is 88.592% EM score and 91.286% F1 score.
However, in section III, we showed that the length
of some examples in FitQA are extremely long and
diverse. This is the reason makes 4 state-of-the-art
models cannot work well on FitQA. In our exper-
iments, albert-base-v2 has the best result but only
37.8% F1 score and 12.1% on EM. SQuAD 2.0 is the
most similar dataset to FitQA. To maximize the per-
formance, we firstly train all models on SQuAD 2.0
and fine-tune FitQA. After training on SQuAD and
fine-tune FitQA the performance increase 5.68% on
EM and 8.9%F1 score on average. Next, we mute
the shuffling feature, then apply curriculum learn-
ing to the training set. We start with temperature
base γ = 2 and MAL=30. As the results in Table
2, curriculum learning made average F1 score from
43.2% to 44.3%. Especially, it can increase the per-
formance of roberta-base by 2.8%. With γ = 3, there
are no significant improvement. We increase γ base
γ to 5, and we can get the best results with 46.1%
and 45.6% on bert-base-uncase and albert-base-v2.
Next, we want model to face the harder challenge
by increasing MAL to 60, and it leads to good re-
sults, roberta-base gets the best result overall with
55.3% on F1 even if the improvement is negligible.

5.3 Result Analysis

With MAL=30,Bert-base-uncased and albert-base
v2 with temperature base γ = 5 seems to be the best
for FitQA, so we analyze the results and compare
them to bert-base-uncase without curriculum learn-
ing. As a result of Table 3, we show the accuracy
of the answer group was mentioned in Table 1. By
comparing the results from these settings, we expect
to determine that curriculum learning is useful for
extracting more text or capture more related infor-
mation to answer the question. In lengths from 0 to
10 words, we can see there is no significant change
between all settings. Starting from 11 words, we
can see that these results go beyond the uniform
distribution setting. With temperature base γ = 5
from Table 5, we can see bert-base-uncase works

well in lengths from 11 to 60 words, and the per-
formance in this range increase 2.08% on average
compare to uniform distribution bert-base-uncase.
Albert-base-v2 can also perform well in this range
with 3.44% increase in total. TABLE 6 summa-
rizes overall statistics of 3 best settings on FitQA
with MAL=60. It is worth discussing these in-
teresting facts revealed by the results of bert-base-
uncased . The test in range 41 to more than 70 words
found differences from bert-base-uncase compare to
albert-base-v2 with 2.8% improvement on F1 score.

One limitation is found in these experiments.
From TABLE 4, the most extended answer can be
extracted is 50 words. It means for the examples
have answer more than 50 words, the EM score will
be zero. Not only that, but it is also hard to extract
long answer correctly from the context, and some
answers are a subset of gold answers. This may be
the reason why EM score equal to 0 in some eval-
uations. We show several examples to demonstrate
for this limitation in Table 7. The answers are ex-
tracted by models is not wrong, but not enough in
these cases.

6 Conclusion

As the results are shown in Table 5 and Table 6,
we have succeeded in improving the length that the
model can extract by applying curriculum learning
on the training set. This success leads to an increase
in F1 score. The problem is all the state-of-the-
art models perform poorly under long answer form
dataset. The best result that these models can get
is just 21.2% on EM and 55.3% on F1 score. We
believe that the long-form answer dataset is the big
challenge for machine comprehension task. Further,
we want to apply curriculum learning not only base
on the length of the answer but also other features to
solve the low performance of state-of-the-art models
on FitQA.
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