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Introduction

Welcome to the 1st Workshop on NLP for Music and Audio. The aim of NLP4MusA is to bring together
researchers from various disciplines related to music and audio content, on one hand, and NLP on the
other. It embraces the following topics.

• NLP architectures applied to music analysis and generation

• Lyrics analysis and generation

• Exploiting music related texts in music recommendation

• Taxonomy learning

• Podcasts recommendations

• Music captioning

• Multimodal representations

The workshop spans one day split into two days to accommodate an online format while preserving a
timezone friendly schedule, which features both live and asynchronous presentations and Q/A sessions.
The main topics covered in the accepted papers

The talks of our keynote speakers highlight topics of high relevance in the intersection between music,
audio and NLP. The presentation by Colin Raffel discusses what Music Information Retrieval (MIR)
can learn from recent transfer learning advances in NLP. Sam Mehr focuses in his talk on the notion of
universality in music. NLP4MusA also features an impressive number of industry-led talks by Tao Ye,
Fabien Gouyon, Elena Epure, Marion Baranes, Romain Henequin, Sravana Reddy, Rosa Stern, Alice
Coucke, Isaac Julien and Shuo Zhang. We include the abstract of their talks in this volume.

In total, we accepted 16 long papers (53% of submissions), following the recommendations of our peer
reviewers. Each paper was reviewed by three experts. We are extremely grateful to the Programme
Committee members for their detailed and helpful reviews.

Sergio Oramas, Luis Espinosa-Anke, Elena Epure, Rosie Jones, Mohamed Sordo, Massimo Quadrana
and Kento Watanabe

October 2020
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Invited Talks

Colin Raffel: What can MIR learn from transfer learning in NLP?

Transfer learning has become the de facto pipeline for natural language processing (NLP) tasks. The
typical transfer learning recipe trains a model on a large corpus of unstructured, unlabeled text data using
a self-supervised objective and then fine-tunes the model on a downstream task of interest. This recipe
dramatically mitigates the need for labeled data and has led to incredible progress on many benchmarks
that had previously been far out of reach. In this talk, I’ll first give an overview of transfer learning for
NLP from the lens of our recent empirical survey. Then, I will argue that transfer learning is massively
underutilized in the field of music information retrieval (MIR), particularly in light of the scarcity of
labeled music data. To prompt future research, I’ll highlight some successful applications of transfer
learning in MIR and discuss my own work on creating a large, weakly-labeled music dataset.

Sam Mehr: Universality and diversity in human song

What is universal about music, and what varies? In this talk I will present some highlights from analysis
of the Natural History of Song Discography, which includes audio recordings from 86 human societies, to
uncover what makes music sound the way it does around the world. Using data from music information
retrieval, amateur and expert listener ratings, and manual transcriptions, we find that acoustic features of
songs predict their primary behavioral context; that tonality is widespread, perhaps universal; that music
varies in rhythmic and melodic complexity; and that elements of melodies and rhythms found worldwide
follow power laws. The findings demonstrate basic facts of the human psychology of music that may
inform our understanding of aesthetics and our preferences for music.

Tao Ye: Inside a real world conversational music recommender

When a user asks Alexa “Help me find music”, there are in fact a multitude of interesting problems to be
solved, in the cross-section of Natural Language Understanding, recommendation systems, and advanced
natural language generation. In Natural Language Understanding, we encounter intent identification, slots
filling, and particular challenges of spoken language understanding (SLU) in the music domain. This is
also different from a one-shot command SLU, where users tend to give a clear “play XYZ” intent. In a
dialog, users increase variation in their speech and often answer a question casually such as “whatever,
I don’t care”. We rely on both grammatically rules and statistical models to set intent, triggers and
fill slots. Machine learning is also applies directly to construct an interactive recommender that makes
recommendations more relevant. With real time user critique and feedback, we need to integrate long
term user preferences and immediate user requests. Finally, how Alexa speaks to the users also makes
a difference in the experience. We tackle the tough problem of making the entire conversation sound
natural rather than robotic. Particularly, emotional and empathic tagged speech are used. The challenge
is to know when to use these tags to vary speech.

Fabien Gouyon: Lean-back or Lean-in?

In this talk I will go over some of Pandora’s latest research and product developments in the realm of
voice interactions. I will address how NLU powers unique music listening experiences in the Pandora
app, and highlight exciting opportunities for further research and development.
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Elena Epure, Marion Baranes & Romain Henequin: “Je ne parle pas anglais”””, dealing with
multilingualism in MIR

Deezer is a local player, on a global scale. Our goal is to serve a very diverse audience providing a
seamless experience worldwide. Consequently, dealing with multilingualism, and more generally with
multiculturalism is essential to us. In this talk, we address two topics for which the generalisation to
multilingual data and users is particularly important: the user-app interaction through the search engine
and the catalogue annotation with multilingual metadata. We conclude by contemplating the state of
multilingualism in the music information retrieval (MIR) community.

Sravana Reddy: The Spotify Podcasts Dataset

We present the Spotify Podcasts Dataset, a set of approximately 100K podcast episodes comprised of raw
audio files along with accompanying ASR transcripts, that we released for the TREC 2020 Challenge. We
will talk about some of the characteristics of this dataset, and our experiments running baseline models
for information retrieval and summarization.

Rosa Stern & Alice Coucke: Music data processing for voice control

The focus of the Voice Experience team at Sonos is to bring together the profuse world of music and
the slick user experience of a voice assistant within the Sonos home sound system. Supporting music
related voice commands and a music catalog in our SLU (Spoken Language Understanding) system carries
challenges at the various stages of our pipeline, which we’ll present and discuss in this talk. We’ll bring
our focus on the main issues we encounter in our data processing pipeline, especially related to speech
and voice recognition.

Isaac Julien & Shuo Zhang: Building a Personalized Voice Assistant for Music

The Bose Music Assistant was a former year-long research project that focused on building a personalized,
conversational voice interface for music, with the goal of helping our customers find the content they
enjoy. We will discuss the creation of a hybrid Grammar- and ML-based NLU engine that supported the
Assistant and allowed us to quickly prototype and expand the experiences that it offered. We will also
describe some of the NLP challenges we encountered in the music domain, and the opportunity that these
challenges provided for personalization.
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Discovering Music Relations with Sequential Attention

Junyan Jiang1, Gus G. Xia1, Taylor Berg-Kirkpatrick2

1Music X Lab, NYU Shanghai
2Department of Computer Science and Engineering, University of California San Diego

{jj2731,gxia}@nyu.edu, tberg@eng.ucsd.edu

Abstract

The element-wise attention mechanism has
been widely used in modern sequence mod-
els for text and music. The original atten-
tion mechanism focuses on token-level simi-
larity to determine the attention weights. How-
ever, these models have difficulty capturing
sequence-level relations in music, including
repetition, retrograde, and sequences. In this
paper, we introduce a new attention mod-
ule called the sequential attention (SeqAttn),
which calculates attention weights based on
the similarity between pairs of sub-sequences
rather than individual tokens. We show that
the module is more powerful at capturing
sequence-level music relations than the orig-
inal design. The module shows potential in
both music relation discovery and music gen-
eration.1

1 Introduction
Music is one type of sequential data with distinc-
tive structures. Various kinds of similarity occur
among different phrases of a single music piece.
Many music relations are based on sequence-level
similarity. For example, a modulated sequence
describes a music relation where two phrases’
rhythm is the same, but the pitches are shifted.

A well-known method to capture relations in a
sequence is the transformer model (Vaswani et al.,
2017). Transformer-based models have had recent
success in sequence generation and representation
learning for both text (Radford et al., 2019; De-
vlin et al., 2018) and music (Huang et al., 2018;
Dhariwal et al., 2020).

The core mechanism of the transformer is the
element-wise attention layer. The attention mod-
ule allows information exchange between any
tokens in the sequences. However, it is not

1Code and pre-trained models are available at https:
//github.com/music-x-lab/SeqAttn
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Figure 1: An overview of a self-attentive monophonic
language model with the sequential attention mecha-
nism. The model tries to predict the next token (repre-
sented by a question mark) by attending to related sub-
sequences appear previously. (1) and (2) show two po-
tential alignments. The model assigns a larger weight
(matching score) to key sequence (1) over (2) since key
sequence (1) has strong relations (tonal sequence) with
the query sequence and can help to predict the next to-
ken (E4 in this case).

an explicit inductive bias for direct sequence-to-
sequence matching. Second, a multi-layer at-
tention setting is required: the model needs to
collect the sequential information using the po-
sitional embedding (Vaswani et al., 2017; Shaw
et al., 2018) on the first layer, and then compare
the sequential information on the subsequent lay-
ers. These problems make the model hard to train
and require additional parameters, which may also
harm the model’s generalization ability.

In this paper, we propose the sequential atten-
tion module, a new attention module that explic-
itly models sequence-level music relations. In
this module, we measure the similarity of two se-
quences by a token-wise comparison instead of
the dynamic time warping approach (Walder and

1
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Figure 2: The architecture of the sequential attention
unit with H heads. The model takes in the key and the
query sequence and outputs the matching scores s(h)

and the predicted embedding q̃
(h)
N for each head.

Kim, 2018; Hu et al., 2003) to ensure time effi-
ciency. We also show how to build a self-attentive
language model based on the module to capture
phrase-level self-similarity in a music piece. An
overview of the process is shown in Figure 1. We
show by experiments that the proposed model is
better at capturing such self-similarity than the
transformer model with a comparable size.

2 Proposed Method

2.1 Sequential Attention Unit
We first introduce the basic unit of the proposed
module. The design is shown in Figure 2. As-
sume that we have two sequences of equal length,
the query sequence q = (q1, q2, ..., qN ) and the
key sequence k = (k1, k2, ..., kN ). Each qn, kn is
an embedding vector of dimension dsv. Here, qN
is unknown while k1...N and q1...N−1 are known.
The target of the unit is to (1) estimate their match-
ing score (s) between q and k, and (2) if they are
well matched, predict the unknown element qN
given the corresponding key element kN .

The module uses a multi-head setting (Vaswani
et al., 2017) to allow learning multiple distinct re-
lations between the same q, k pair. For a sequen-
tial attention unit with H attention heads, we have:

[s(1...H); q̃
(1...H)
N ] = SeqAttn(q1...N−1,k1...N , e)

(1)
where e is a relative positional embedding vector.
We first concatenate the corresponding elements in
the query and key sequences, as well as the relative
positional embedding (fn = [qn; kn; e]), and feed
them to a uni-directional LSTM. The last hidden
state hn and the last key element kn are used to
estimate the matching score s(h) and the predicted

Forward LSTM Concat.

MLP

Concat. Concat.

Known Condition

Known Samples

Known Condition

Known Samples

Backward LSTM

Concat. Concat.

Known Condition

Known Condition

Cond.

Sample

Cond.

?

Figure 3: The architecture of the conditional sequential
attention unit with H heads. The Multi-Layer Percep-
tron (MLP) has the same architecture as the uncondi-
tioned module.

q̃
(h)
N for each head h = 1...H:

hN = LSTM(f1, f2, ..., fN−1) (2)

[s(1...H); q̃
(1...H)
N ] = MLP([hN ; kN ]) (3)

where MLP is a multi-layer perceptron with 3
fully connected layers and Rectified Linear Unit
(ReLU) activations.

2.2 Self-Attention Layer
We now consider how to integrate the module
into a language model using self-attention. Self-
attention is a method to generate new tokens in
a sequence by attending to previously generated
ones. Given a partial sequence x1...N−1, we want
to predict xN . We first enumerate the distance
i = 1, 2, 3, ... between the query sequence and the
key sequence. For each i, we calculate the match-
ing score si and the predicted embedding x̃N,i:

[s
(1..H)
i ; x̃

(1..H)
N,i ] = SeqAttn(x1...N−1, x1−i...N−i, ei)

(4)
where ei is a learned relative positional embedding
for distance i. We will assign xk = 0 for all non-
positive indices k ≤ 0. Then, a weighted average
of x̃N,i is calculated as a final prediction. For each
head h = 1...H , we have:

ŝ
(h)
i =

exp(s
(h)
i )

∑
i′ exp(s

(h)

i′ )
(5)

x̃
(h)
N =

∑
i ŝ

(h)
i x̃

(h)
N,i (6)

x̃N = Linear([x̃
(1)
N ; ...; x̃

(H)
N ]) (7)

We can then use Softmax(Linear(x̃N )) to pre-
dict the probability of the actual tokens for xn.

In practice, we do not enumerate all i values
since most of the alignments do not agree with the
rhythmic structure, thus less meaningful to per-
form the comparison. We can eliminate such cases
to make the model more efficient. See section 3.2
for a detailed setting.

2



2.3 Conditional Sequential Attention
For the conditional sequence generation task, we
propose the modified sequence attention unit, as
shown in Figure 3. Here, we want to generate a tar-
get sequence xs given a known condition sequence
xc (e.g., to generate the melody given the chord se-
quence). The major modification is that we add a
backward LSTM to match the future conditions in
order to generate the current token.

Assume we have the query sequence q =
(q1, q2, ..., qM ) and the key sequence k =
(k1, k2, ..., kM ) of equal length M . Each qn =
(qcn, q

s
n) and kn = (kcn, k

s
n) are now a tuple of

the sample and the condition. We assume that all
conditions kc1..M , qc1..M and a part of the samples
ks1..N , qs1..N−1 are known (N ≤M ). We are inter-
ested in estimating qsN . In this case, we change the
Eqn. 2 and 3 to the following:

−→
h N = LSTMfw(f1, f2, ..., fN−1) (8)

←−
h N = LSTMbw(bM , bM−1, ..., bN+1) (9)

[s(1...H); q̃
(1...H)
N ] = MLP([

−→
h N ;
←−
h N ; kN ; qcN ])

(10)
where fn = [kn; qn; e] and bn = [kcn; q

c
n; e]. The

forward LSTM tries to match the previous samples
and the conditions, while the backward LSTM
tries to match the future conditions only.

3 Experiments

3.1 Dataset
We trained and evaluated the proposed method
on two datasets of different genres: (1) the Not-
tingham dataset (Foxley, 2011), an American folk
dataset with 1,021 songs after filtering; (2) the
POP dataset, a privately collected dataset with
1,394 Chinese pop songs with a 4/4 meter. All
songs have a monophonic melody line with chord
labels. For each dataset, we use 80% songs for
training, 10% for validation, and 10% for test-
ing. We augment the training set by pitch-shifting
within the range [-5,6] semitones.

We quantize all songs to a sixteenth-note level.
We represent each melody token as one of the 130
states: 128 onset states (for the 0-127 MIDI pitch
range), 1 sustain state and 1 silence state. Each
chord is encoded into a 36-dimensional multi-hot
vector: 12 dimensions for the root scale, 12 di-
mensions for the bass scale, and 12 dimensions for
its pitch classes.

Model Nottingham POP
Acc. Ppl. Acc. Ppl.

Unconditioned models
Mode 61.04 - 52.26 -
Ours+BA 88.23 1.54 84.08 1.77
Ours+MA - - 79.24 2.09
Transformer 84.58 1.70 70.69 2.73
Chord-conditioned models
Ours+BA 90.26 1.40 85.27 1.68
Ours+MA - - 82.44 1.88
Transformer 84.87 1.66 71.30 2.61

Table 1: The comparative results for the accuracy and
the perplexity of next token prediction on test sets.

3.2 Model Training
We implement both the conditional and uncondi-
tional models using sequential attention with H =
4 attention heads. We use dsv = 256 as the note
embedding dimension, dcv = 128 as the chord em-
bedding dimension, and dhidden = 256 as the hid-
den dimension of the LSTM and MLP layers.

As mentioned in section 2.2, we only select the
distance values i that leads to rhythmic meaningful
alignments:

i ∈ {i ∈ Z|k mod i = 0 or i mod k = 0} (11)

where k is a pre-defined group size. We ex-
perimented on two different selections: k = 4
for beat-level alignment (BA) and k = 16 for
measure-level alignment (MA, only for 4/4 me-
ter songs). For the Nottingham dataset, we only
use beat-level alignment since it contains meter
changes.

We define the model loss as the cross-entropy
loss for the next token prediction task. The model
is trained using the Adam optimizer (Kingma and
Ba, 2014) with a constant learning rate of 1e-4.
The training is stopped when the validation loss is
not improved in 20 epochs.

To increase the robustness of the model perfor-
mance, we randomly drop key-value pairs with a
probability of 50% during training to encourage
the model to discover more relations in a piece.
The attention dropout is not used in testing.

3.3 Comparative Results
We first compare the proposed method against
baseline methods for the next token prediction
task. To predict the next token in a partial phrase,
it is beneficial if the model learns to attend to sim-

3



Input Sequence Prediction Ref.

(1)
A4 (s) B4 (s) C5 (s) G4 (s) F4 (s) (s) (s) E4 (s) (s) (s)
A4 (s) B4 (s) C5 (s) G4 (s) F4 (s) (s) (s) ?

E4: 89.40%
D4: 2.20%

E4

(2)
G4 (s) A4 (s) G4 (s) F4 (s) E4 (s) D4 (s) C4 (s) (s) (s)
F4 (s) G4 (s) F4 (s) E4 (s) D4 (s) C4 (s) ?

Bb3: 51.24%
B3: 36.85%

B3

(3)
C4 (s) D4 (s) E4 (s) F4 (s) G4 (s) E4 (s) C4 (s) G3 (s)
D4 (s) E4 (s) F#4 (s) G4 (s) A4 (s) F#4 (s) D4 (s) ?

A3: 21.85%
(s): 14.68%

A3

Table 2: A case study of the module’s behavior for different music relations: (1) exact repetition, (2) tonal sequence
and (3) modulating sequence. The question mark is the token to predict and the (s) token is the sustain label. The
table shows the top two predictions and their probability from the sequential attention model.

9 





      
       

        
       

       
       

       
    


   	=	120

G

Am

CC G

G

GCAmE7

Am AmE7

GC

Am

GC

G

GC

Am

AmE7

Figure 4: A generated sample. All chords and the melody for the first 8 bars are given. The model generates the
melody for the next 8 bars. The repetitions in the generated piece are painted in colors (green and red).

ilar phrases appear previously. We use two base-
line methods: (1) a weak baseline (Mode) that al-
ways predicts the most frequent token (the sustain
label), and (2) a 3-layer transformer model with
relative positional embedding (Shaw et al., 2018).
The model has a transformer width of 256 and 4
attention heads. The results are listed in table 1.
Results show that our proposed method acquires
higher accuracy and lower perplexity on both the
unconditioned model and the chord-conditioned
model.

3.4 Analysis of the Attention Module
To further investigate the types of music relations
that the sequential attention module captures, we
apply the unconditional model with measure-level
alignment to three 2-bar test cases with different
music relations: (1) exact repetitions (2) tonal se-
quences and (3) modulating sequences, as shown
in table 2. The model predicts reasonable results
for all three test cases. Notice that the top 2 predic-
tions of case (2) both form valid tonal sequences
(in C major and F major keys, respectively). The
model learns such music relations through self-
supervision without explicit human instructions.

3.5 Music Generation
We also perform a music generation task using the
conditioned language model. Figure 4 shows a
generated example where we generate the next 8
bars of melody according to the chords and the
first 8 bars of the melody of a sample (reelsd-

g18.mid) from the Nottingham test set. In this ex-
ample, the model learns to repeat the phrases with
the same chord sequences and to very if the chord
sequences changes.

However, as the model only performs token-by-
token prediction, it lacks control over the global
music structure. We found some generated ex-
amples have too many repetitions or too early ca-
dences. Generating music with controlled music
structures are left as a future work.

4 Conclusion

In this paper, we propose a new attention mod-
ule, the sequential attention module, that explicitly
models similarity between two sequences. Based
on the module, we implement a self-attentive mu-
sic language model. The model discovers and cap-
tures the self-similarity in music pieces and im-
proves the next token prediction results.

Several important tasks are left as future works.
First, the proposed method cannot capture music
relations of different time scales since the sequen-
tial attention module performs a token-wise align-
ment of the query and the key sequence. A differ-
ent module design is required in this case. Second,
we want to explore whether the discovered rela-
tions can help us in other analysis and generation
tasks, e.g., automatic music segmentation, and au-
tomatic music accompaniment.
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Abstract

In this paper we propose lyrics information
processing (LIP) as a research field for tech-
nologies focusing on lyrics text, which has
both linguistic and musical characteristics.
This field could bridge the natural language
processing field and the music information re-
trieval field, leverage technologies developed
in those fields, and bring challenges that en-
courage the development of new technologies.
We introduce three main approaches in LIP, 1)
lyrics analysis, 2) lyrics generation and writing
support, and 3) lyrics-centered applications,
and briefly discuss their importance, current
approaches, and limitations.

1 Introduction

For songs that are musical pieces with singing
voices, lyrics text is one of key factors that make
listeners feel songs are attractive because it delivers
messages and expresses emotion. Since the lyrics
text plays an important role in music listening and
creation, some studies in the music information
retrieval (MIR) community have already focused
on it, but not as many as studies that have focused
on musical audio signals and musical scores. Sim-
ilarly, in the natural language processing (NLP)
community there have not been many studies fo-
cusing on lyrics text, and most NLP methods as-
sume prose text, not lyrics text. Since lyrics text
is a series of words, some NLP methods could be
applied to it successfully, but NLP methods are not
always effective for lyrics text because the natures
of lyrics and prose texts are different as described
in Section 2.

We therefore propose to refer to a broad range of
lyrics-related studies as lyrics information process-
ing (LIP), which could also be considered music
information processing for lyrics texts. LIP shares
some core technologies with NLP and MIR, and
research and development of LIP could contribute

to the MIR and NLP communities as follows:
(1) Academic contributions: Since lyrics are an
important aspect of music information, LIP could
broaden the scope of MIR and complement it.
Since lyrics are a difficult form of natural language,
LIP could provide challenging issues that are not
addressed by existing NLP technologies. The na-
ture of lyrics (e.g., style, structure, and semantics)
could also be investigated by automatically analyz-
ing and generating lyrics text data.
(2) Industrial contributions: LIP could open up
practical applications that are useful for listeners
and creators, such as lyrics classification, lyrics ex-
ploration, lyrics summarization, and lyrics writing
support.

This paper gives an overview of LIP by cate-
gorizing lyrics-related studies into three main ap-
proaches: lyrics analysis, lyrics generation, and
applications. Since the concept of LIP is broad
and still emerging, we hope that this paper could
stimulate further development of LIP.

2 Lyrics analysis

Because lyrics and poetry1 have unique linguistic
properties, NLP technologies for prose text are not
always effective enough to analyze lyrics text. In
this section we introduce studies of lyrics analysis
regarding the structure and semantics of lyrics and
its relationship with audio.

2.1 Lyrics structure analysis
Rhyme scheme identification: The rhyme
scheme is the pattern of rhymes at the end of lyric
lines. It is usually represented by using a series of
letters corresponding to lines, in which repeated let-
ters indicate rhymed lines. In the following exam-
ple (RWC-MDB-P-2001 No.83 (Goto et al., 2002)),

1Lyrics and poetry are different types of text because lyrics
are assumed to be sung along with music. However, some
linguistic properties of lyrics and poetry overlap.
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two consecutive lines having the same letter rhyme:
A: Race the clock I got to score
A: Work or play Back for more
B: Only true believers rise to the top,
B: Licking the cream of the crop

This rhyme scheme is “AABB” and is called Cou-
plet2. Since typical prose text analyzers such
as part-of-speech analyzers and grammar tree
parsers cannot analyze rhyme schemes, some stud-
ies addressed the rhyme scheme identification task.
Given a few lines of lyrics (paragraph or stanza)
as the input, their rhyme scheme (ABC label se-
quence) is estimated. For example, Reddy and
Knight (2011) and Addanki and Wu (2013) es-
timated the rhyme scheme by using language-
independent unsupervised methods (e.g., hidden
Markov models) that do not depend on morpholog-
ical and phonological properties.
Lyrics segmentation: While the rhyme scheme is
a line-by-line repetitive structure, lyrics also have a
paragraph-by-paragraph structure like verse-bridge-
chorus. Paragraphs are usually separated by a blank
line, but in some lyrics they are not. Some studies
therefore tackled the lyrics segmentation task in
which the boundaries between paragraphs are esti-
mated from lyrics without blank lines (Watanabe
et al., 2016; Fell et al., 2018). They showed that the
self-similarity matrix, which is often used in music
structure analysis of audio signals in the MIR com-
munity, can be applied to lyrics text to improve the
performance of lyrics segmentation. This is a good
example of integrating NLP and MIR methods to
accomplish a LIP task.
Verse-bridge-chorus labeling: Given paragraphs
of lyrics, assigning a structural label such as verse,
bridge, and chorus to each paragraph is also an
important task. Simple rule-based methods such
as a method of grouping paragraphs with the same
label (Baratè et al., 2013) and a method of labeling
each paragraph (Mahedero et al., 2005) have been
proposed. Since a sufficient amount of lyrics data
annotated with structural labels is still lacking for
machine-learning approaches, there is much room
for improvement.

2.2 Lyrics semantic analysis
Emotional expressions, topics, and stories in lyrics
are factors that have a great influence on listen-
ers’ emotions. Since lyrics tend to be constrained

2There are various rhyme schemes, such as ABAB (Alter-
nate Rhyme), ABABBCBC (Ballade), AAAAA (Monorhyme),
AAABBB (Triplet), and ABBA (Enclosed Rhyme).

by melody lines and have a limited length, a typ-
ical way of expressing messages in lyrics is dif-
ferent from the way they are expressed in prose
text. Lyrics messages are often emotional, inspir-
ing, concise, and (intentionally) obscure. Even if
detailed moods, topics, and stories are not explic-
itly described in lyrics, listeners can enjoy guessing
or inferring them. Some studies have already ana-
lyzed such semantic factors behind lyrics text.

Mood estimation: Supervised learning-based
methods estimating the mood or emotion of lyrics
have been developed (Wang et al., 2011; Hu and
Downie, 2010; Delbouys et al., 2018) and are based
on a word dictionary in which valence and arousal
values (Russell, 2003) are annotated (Bradley and
Lang, 1999; Warriner et al., 2013). Since a lot of
mood estimation methods for audio signals have
been proposed in the MIR community, it would be
possible to develop mood estimation based on both
lyrics text and audio. In the future, unsupervised
methods and support for low-resource languages
are expected to be developed because supervised
learning-based methods require training data of
annotated lyrics, which are language-dependent.

Topic modeling: For lyrics topic modeling, unsu-
pervised methods such as latent Dirichlet allocation
(LDA), non-negative matrix factorization, and their
extensions are often used (Kleedorfer et al., 2008;
Sasaki et al., 2014; Tsukuda et al., 2017). Un-
like mood estimation methods, these methods do
not require training data with valence and arousal
values, which results in the advantage of easily
preparing training data for different languages. The
obtained word topics (clusters) are further used as
clues for classification tasks or used in visualiza-
tion functions for music exploration. It is, however,
difficult to appropriately evaluate the accuracy of
topics obtained by unsupervised learning. A previ-
ous study tackled this difficulty by evaluating the
correlation between estimated topics clusters and
human-annotated ones (Sterckx et al., 2014).

Storyline modeling: Lyric writers consider
themes and stories when writing lyrics. For the
verse-bridge-chorus structure of lyrics, an example
of a storyline represented as a topic transition is
introduction (verse)→ past event (bridge)→ emo-
tional message (chorus). Watanabe et al. (2018b)
proposed an extended hidden Markov model to
learn this topic transition structure from lyrics data
without supervision. Their model learned topic
transitions that are often found in love songs, hip-
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hop songs, and so on even if they are not explicitly
given.

2.3 Analysis of the relationship between
lyrics text and music audio

A clear difference between lyrics and poetry is the
presence or absence of accompanying music. Since
investigating the relationship and synchronization
between lyrics and music audio is an important
topic of research, there have been various related
studies that deal with the relationship between syl-
lable stress and pitch (Nichols et al., 2009), the re-
lationship between words and chords (Greer et al.,
2019), the relationship between rests in melody and
boundaries of words, lines, and paragraphs (Watan-
abe et al., 2018a), and lyrics-to-audio alignment
(Kan et al., 2008; Fujihara et al., 2011; Mauch
et al., 2012; Chien et al., 2016; Chang and Lee,
2017; Stoller et al., 2019; Gupta et al., 2019).

3 Lyrics generation and writing support

As natural language generation (NLG) has been
actively researched, automatic lyrics generation
is becoming a popular topic of research. NLG
technologies have been greatly improved in perfor-
mance by deep neural networks (DNNs) and are
utilized in applications such as machine transla-
tion and dialogue systems. Generating poetry and
novels has also been developed, though generating
creative text is challenging. Generating lyrics is
also challenging and has further technical difficul-
ties caused by lyrics-specific musical constraints
such as melodies and rhymes. In this section we
introduce studies of lyrics generation as well as
writing support systems that utilize lyrics genera-
tion methods.

3.1 Automatic lyrics generation

Rhyme-scheme-conditioned lyrics generation:
Since lyrics and poetry often have rhyme schemes
as introduced in Section 2.1, some studies have
addressed the task of generating lyrics and poetry
that satisfy constraints of a rhyme scheme (Barbieri
et al., 2012; Hopkins and Kiela, 2017). In automati-
cally generating lyrics, most methods use language
models such as n-grams and recurrent neural net-
works as well as word sequence search based on
the Markov process. To deal with the constraints,
several extended word-sequence search methods
have been proposed, such as those using the strong
constraint that words that do not satisfy the rhyme

scheme are discarded during word sequence search
and the weak constraint that the score is calculated
based on how well the given rhyme scheme is sat-
isfied.

Melody-conditioned lyrics generation: Al-
though most studies of automatic lyrics generation
have generated lyrics using only text data with-
out considering musical audio signals and musi-
cal scores, some studies have addressed the task
of generating fluent lyrics that are singable when
a melody (a sequence of musical notes) is given
(Lu et al., 2019). Watanabe et al. (2018a) con-
firmed that the frequency of word/line/paragraph
boundaries depends on the duration of rests and
proposed an advanced lyrics language model that
takes advantage of this dependency. Their method
can generate segmented lyrics that are singable
for the verse-bridge-chorus structure of the input
melody. It, however, requires training data in which
lyrics syllables and melody notes are aligned. Such
data could be easily created if technologies such
as the above-mentioned lyrics-to-audio alignment,
lyrics recognition (Hosoya et al., 2005; Dabike and
Barker, 2019; Suzuki et al., 2019), and melody note
transcription (Yang et al., 2017; Román et al., 2018;
Nishikimi et al., 2019) could mature in the future.

Automatic generation of structured lyrics: Most
lyrics generation systems can generate only one
paragraph of lyrics, though lyrics have some para-
graphs in general. This is because language mod-
els for lyrics did not explicitly capture the consis-
tency of topics and relations between paragraphs.
Watanabe et al. (2014) have proposed a probabilis-
tic model that captures topic transitions between
paragraphs to generate lyrics having the storyline.
Fan et al. (2019) have proposed a lyrics genera-
tion method using the long short-term memory lan-
guage model that captures the hierarchical structure
of words, lines, and paragraphs to leverage the de-
pendency of long word sequences. Although these
studies have made it possible to generate lyrics that
are almost consistent in topic, it is still difficult to
generate lyrics that are consistent in meaning.

Ghostwriting: Ghostwriting is a task of generat-
ing new lyrics that follow the style (e.g., rhyme
scheme, phrasing, content, and the number of
words per line) of a given artist. Potash et al.
(2015) proposed a rap-lyrics generation method
based on data-driven learning of the artist’s style
using a DNN-based language model trained with
the artist’s lyrics corpus.
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3.2 Writing support system with automatic
lyrics generation

Automatic lyrics generation makes it possible to
develop systems that support lyrics writing. It is
not easy for novices to write lyrics by thinking of
appropriate words and phrases while considering
various constraints and properties. Since candidate
word sequences satisfying various constraints can
be generated automatically, it is useful to show
them to lyric writers to support their creative ac-
tivities. Some studies have developed interactive
systems that support lyrics writing by repeatedly
recommending candidate word sequences that sat-
isfy constraint parameters input by the user.

pâtissier (Abe and Ito, 2012) is an interface that
allows the user to specify syllable counts, syllable
stress, and vowels, and generates candidate sen-
tences that satisfy them. DeepBeat (Malmi et al.,
2016) is an interface that generates and suggests
next-line candidates that rhyme with a line entered
by the user. LyriSys (Watanabe et al., 2017) and
Co-PoeTryMe (Oliveira et al., 2019) are interfaces
that allow the user to specify song structure and
syllable counts, select or enter topics and keywords
for each paragraph, and make the system generate
candidate lyrics that satisfy them. These interfaces
also allow the user to manually edit the generated
lyrics.

4 Applications for a collection of lyrics

Like NLP technologies, LIP technologies are useful
in developing various applications, such as classifi-
cation, exploration, and summarization, for a large
collection of lyrics data.

4.1 Lyrics classification

Given a collection of lyrics, it is useful to classify
and visualize them. Genre classification for lyrics
is a popular approach that has already been stud-
ied (Mayer et al., 2008; Mayer and Rauber, 2011;
Tsaptsinos, 2017). Some characteristics peculiar to
lyrics (e.g., rhyme scheme, structure, meaning, and
relationship with audio) have been used as features
to train a supervised classifier.

4.2 Lyrics exploration

If a user wants to see the lyrics of a song the user
knows, simple text-based lyrics retrieval is enough,
but if a user wants to encounter unfamiliar but in-
teresting lyrics, a content-based music exploration
system focusing on lyrics is necessary. Baur et al.

(2010), Sasaki et al. (2014), and Tsukuda et al.
(2017) have developed such exploration systems
that visualize topics of lyrics and similar artists by
analyzing the content of lyrics using LDA, self-
organizing maps, and so on. Query-by-Blending
(Watanabe and Goto, 2019) is a music exploration
system that enables a user to give flexible queries
related to lyrics, audio signals, and artist tags by
using a unified latent vector space with these three
different modalities embedded.

4.3 Lyrics summarization

In browsing a collection of lyrics, a short sum-
mary of lyrics of each song helps navigate quickly.
Fell et al. (2019) improved the performance of the
lyrics summarization task by combining a general
document summarization method with an audio
thumbnailing method. Summarization more ad-
vanced than simply extracting lines, such as phrase
paraphrasing and compression, requires develop-
ment of advanced technologies for lyrics semantic
analysis.

5 Conclusion

In this paper we have provided an overview of
lyrics information processing (LIP) and have de-
scribed examples of studies from the viewpoint of
lyrics analysis, lyrics generation, and applications.
Those examples are just excerpts taken from a vari-
ety of previous studies and possible future technolo-
gies. For example, the limited space does not allow
us to discuss the relationship with singing infor-
mation processing (SIP) (Goto et al., 2010; Goto,
2014; Humphrey et al., 2019), though we men-
tioned the lyric-to-audio alignment. Since lyrics
are sung by singers, there are many possibilities
to investigate the relationship between lyrics and
the corresponding singing expressions and styles.
Lyrics are thus linguistic, musical, and singable
from the NLP, MIR, and SIP viewpoints, respec-
tively. Since LIP is an emerging interdisciplinary
research field that could be related to various tech-
nologies and disciplines such as natural language
processing, music information retrieval, machine
learning, human-computer interaction, visualiza-
tion, signal processing, linguistics, and musicology,
we expect research on LIP to progress in coming
years from a diverse viewpoint by attracting more
attention due to its importance and potential.
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dreas Butz. 2010. SongWords: Exploring music
collections through lyrics. In Proceedings of the
11th International Society for Music Information Re-
trieval Conference (ISMIR 2010), pages 531–536.

Margaret M. Bradley and Peter J. Lang. 1999. Af-
fective norms for English words (ANEW): Instruc-
tion manual and affective ratings. Technical report,
Technical report C-1, the center for research in psy-
chophysiology.

Sungkyun Chang and Kyogu Lee. 2017. Lyrics-to-
audio alignment by unsupervised discovery of repet-
itive patterns in vowel acoustics. IEEE Access,
5:16635–16648.

Yu-Ren Chien, Hsin-Min Wang, and Shyh-Kang
Jeng. 2016. Alignment of lyrics with accom-
panied singing audio based on acoustic-phonetic
vowel likelihood modeling. IEEE/ACM Transac-
tions on Audio, Speech, and Language Processing,
24(11):1998–2008.

Gerardo Roa Dabike and Jon Barker. 2019. Auto-
matic lyric transcription from karaoke vocal tracks:
Resources and a baseline system. In Proceed-
ings of the 20th Annual Conference of the Inter-
national Speech Communication Association (Inter-
speech 2019), pages 579–583.
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Abstract

Podcasts are an easily accessible medium of
entertainment and information, often covering
content from a variety of domains. However,
only a few of them garner enough attention to
be deemed ‘popular’. In this work, we inves-
tigate the textual cues that assist in differing
popular podcasts from unpopular ones. De-
spite having very similar polarity and subjec-
tivity, the lexical cues contained in the pod-
casts are significantly different. Thus, we em-
ploy a triplet-based training method, to learn a
text-based representation of a podcast, which
is then used for a downstream task of “popu-
larity prediction”. Our best model received an
F1 score of 0.82, achieving a relative improve-
ment over the best baseline by 12.3%.

1 Introduction

Predicting the popularity of media content, such
as songs, podcasts, etc., before its release can
have significant implications for the producers,
artists, etc. Traditionally, this task has been at-
tempted with hand-crafted feature sets (Tsagkias
et al., 2008), and utilising various audio features
(Dhanaraj and Logan, 2005). However, hand-
crafted feature sets are often not scalable, while
audio-based features ignore the textual cues that
are present in the data. Recently, with the rise in
popularity and efficacy of Deep Learning, Neu-
ral network-based models (Yang et al., 2017;
Zangerle et al., 2019) have also been proposed for
hit-song prediction. There have also been some
attempts (Yang et al., 2019) to learn a general rep-
resentation for media content, but only based on
the audio of the content, not from the textual cues.

In this work, we attempt to study the follow-
ing: How does the textual content of popular pod-
casts differ from that of unpopular ones? First,
we conduct experiments to assess the polarity of

∗*Equal contribution. Ordered randomly.

popular podcasts, and observe that it is quite sim-
ilar to that of unpopular podcasts. This observa-
tion is also prevalent while studying the subjectiv-
ity of the transcripts. Furthermore, there is little
to no variation when polarity and subjectivity are
studied over time. We then analyse the differences
in the keywords and the general topical categories
interspersed between popular and unpopular pod-
casts. It is observed that content generally cen-
tered around ‘Politics’, ‘Crime’ or ‘Media’ is more
popular than others. Keeping this in mind, we de-
sign a triplet-training method, that leverages sim-
ilarities between the popular and unpopular pod-
cast samples to create representations that are use-
ful in the downstream podcast popularity predic-
tion task.

2 Related Work

The problem of “popularity prediction” has been
explored for different types of media content, in a
variety of ways. For instance, Hit song prediction
has been an active area of research. Dhanaraj and
Logan (2005) used spectral features like MFCCs
to train an SVM for predicting whether a song
would be a hit or not. Yang et al. (2017) proposed
a Convolutional Neural Network based architec-
ture for predicting the popularity of a song, us-
ing audio-based features. More recently, Zangerle
et al. (2019) employed a combination of low-level
and high-level audio descriptors for training Neu-
ral Networks on a regression task. However, these
works have not taken textual cues into account
when predicting the popularity of a song. Sanghi
and Brown (2014) made an attempt to use lyric-
based features that incorporated the rhyming qual-
ity of the song. However, they did not learn a rep-
resentation based on the lyrics.

For podcasts, Tsagkias et al. (2008) gave a
framework for assessing the credibility of pod-
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casts. Their notion of credibility included pref-
erence of the listeners. The framework was also
shown to be reasonably effective in predicting
popular podcasts (Tsagkias et al., 2009). This
framework included highly refined hand-crafted
features, based on both audio, textual and content
describing the podcast on its platform. Recently,
Yang et al. (2019) proposed a GAN-based model,
for learning representations of podcasts, based on
non-textual features, and showed its applications
in downstream tasks like music retrieval and pop-
ularity prediction.

Finally, popularity prediction is also challeng-
ing because of the class imbalance that is inherent
in the problem definition itself. Popular podcasts
or songs would always be in a minority in a corpus.
This makes the task of learning a good represen-
tation for them difficult. To overcome this, we ex-
ploit the triplet-based training procedure (Hoffer
and Ailon, 2015) for generating a balanced distri-
bution of both popular and unpopular podcasts as
the “anchor” podcast. (See Section 5.1)

3 Dataset

In our study, we use the dataset collected by Yang
et al. (2019) as a part of their podcast popular-
ity prediction task. The dataset consists of 6511
episodes among which, there are 837 popular and
5674 unpopular (long-tail) podcasts. Based on the
iTunes chart ranking, channels corresponding to
the top 200 podcasts were treated as “top chan-
nels” and episodes from these top channels were
then labelled as popular. Yang et al. (2019) pro-
vide a random 60-40 split of the dataset as a train-
ing and testing set. The average duration of the
podcasts is 9.83 minutes.

In this work, we only use the transcripts that are
provided with the podcast audio. Each transcript
contains the start and end timestamps (in millisec-
onds) along with every spoken token in a new
line. We remove the timestamps and stop words
for all transcripts. We also do not consider non-
verbal vocalisations in the transcript (for example,
“ooooo”, “ahhh”, etc.) for our analysis. After
pre-processing, the podcast transcriptions contain
1557 tokens on an average.

4 Data Analysis

4.1 Polarity Analysis
In order to understand the general polarity and
sentiment across popular and unpopular podcasts,

we extract the polarity scores of each podcast us-
ing TEXTBLOB1, which is calculated by averag-
ing the polarity of pre-defined lexicons, inferred
from the words in the podcast. The polarity values
range between −1 to 1, where anything above 0 is
considered to be ‘positive’.

We average the obtained polarity scores for all
the podcasts, for each of the popular and unpop-
ular categories. It was observed that the over-
all polarity of popular and unpopular podcasts is
roughly the same – as the average polarity score
for the popular class was 0.14 and for the unpopu-
lar class was 0.15.

(a) (b)

Figure 1: Density distribution of raw polarity scores for
(a) Popular and (b) Unpopular podcasts over four time
intervals.

In order to understand how polarity varies over
time, we split each podcast into four time-chunks
based on the three quartiles (Q1, Q2 and Q3),
which we call T1, T2, T3 and T4, in order, with
the help of the timestamps provided with the pod-
cast transcripts.

Figure 1 shows the density distributions for raw
polarity scores over the four splits (based on times-
tamps) for the two categories. It is observed
that both popular and unpopular podcasts start-off
with a positive tone, slowly transitioning into neu-
tral content. However, there is limited observable
distinction between popular and unpopular pod-
casts based on polarity.

4.2 Subjectivity Analysis

Similar to Polarity analysis, we looked into
subjectivity scores for each podcast using
TEXTBLOB, which is calculated by averaging the
subjectivity of pre-defined lexicons, inferred from
the words in the podcast. The values vary between
0 and 1 such that, the higher the score the more
‘opinion based’ (subjective) the text is.

As was observed for polarity, the overall subjec-
tivity of popular and unpopular podcasts is exactly
the same – as the average subjectivity score ob-
tained across all podcasts was 0.48 for both popu-
lar and unpopular classes.

1https://textblob.readthedocs.io/en/dev/
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(a) (b)

Figure 2: Density distribution of raw subjectivity
scores for (a) Popular and (b) Unpopular podcasts over
four time intervals.

To capture how subjectivity varies over time
we used the same four timestamp based podcast
chunks as was used for Polarity analysis. Figure 2
shows the density distributions for raw subjectivity
scores over the four splits for the two categories.

It can again be observed that both popular
and unpopular podcasts maintain their subjectiv-
ity over time with no significant differences across
categories.

4.3 Lexical Analysis

We use EMPATH (Fast et al., 2016) to analyse the
topical signals with the help of 194 pre-defined
lexicons (for example – ‘social media’, ‘war’, ‘vi-
olence’, ‘money’, ‘alcohol’, ‘crime’ to name a
few) that highly correlate with LIWC (Tausczik
and Pennebaker, 2010).

We extract the scores from EMPATH for each
category, for each podcast. The most and the least
relevant lexical categories for popular podcasts,
ordered by their significance values are given in
Table 1.

Rank Lexical Categories
1 Government
2 Crime
3 Politics
4 Money
5 Law
190 Hygiene
191 Social Media
192 Urban
193 Worship
194 Swimming

Table 1: Lexical Categories that are more likely to be
present in popular podcasts, than unpopular podcasts:
We run a Welch’s two sample t-test on the category
scores for each podcast. Top-5 lexical categories shown
are more significantly (p < 0.05) present in popular
podcasts, than unpopular ones. Bottom-5 categories are
ordered according to least significance (p > 0.95).

4.4 Keyword co-occurrence

We also study what kind of keywords are present
in popular and unpopular podcasts. We rank bi-
grams based on their Pointwise Mutual Informa-
tion (PMI) scores and report the top 10 in Table
2.

It can be observed that in podcasts belonging
to the popular class, keyword pairs like ‘Hillary
Clinton’, ‘Donald Trump’, or ‘Gordon Hayward’
outshine highlighting the possibility of domain ar-
eas such as ‘Politics’, ‘Sports’, or ‘Celebrities’ to
be responsible for making a podcast popular. This
can also be seen in Section 4.3, which shows that
‘Government’ related topics are widely present in
popular podcasts.

On the other hand the top keyword pairs ex-
tracted from unpopular podcasts belong to more
generic domains like ‘Cities’, ‘Lifestyle’, etc., to
name a few.

Popular Unpopular
Bi-gram PMI Bi-gram PMI

Los Angeles 42.26 Web Site 85.62
United States 37.95 New York 80.63

New York 26.73 E Mail 80.50
Gordon Hayward 15.11 Fourth July 61.28

North Korea 14.56 Two Thousand 60.50
Blue Apron 13.87 High School 52.82

Hillary Clinton 12.40 Las Vegas 43.00
Donald Trump 9.02 Hong Kong 41.90

Fourth July 8.19 Real Estate 37.44
San Francisco 8.01 Wal Mart 34.71

Table 2: Top 10 bi-grams (ranked by their PMI val-
ues) for Popular vs. Unpopular podcasts: The key-
word bi-grams in bold are encompassed by topics that
are shown to be highly relevant for popular podcasts in
Section 4.3.

5 Podcast Popularity Prediction

5.1 Proposed Method

Owing to the lack of a balanced dataset for popu-
larity prediction, we use the Triplet Training strat-
egy. In this method, instead of having class la-
bels like ‘popular’ or ‘unpopular’ for the podcasts,
we group the podcasts into triplets – each triplet
has an anchor a podcast, which is often the refer-
ence for comparison, a positive podcast p which
belongs to the same class as a, and a negative pod-
cast n which belongs to the other class. The intu-
ition is to reduce the distance between the repre-
sentations of podcasts belonging to the same class
and vice versa. After extracting the representation
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Figure 3: Triplet Training Architecture: The pod-
cast triples are first passed through a DISTILBERT
model, followed by a 2-layer Neural Network, with
a RELU non-linearity in between. The weights are
shared across the triplet during training.

of all the three podcasts in a triplet from a network
with shared weights, we use the Triplet loss given
below, as introduced by Schroff et al. (2015).

L(a, p, n) =∑N

i=1

[
‖f (ai)− f (pi)‖22 − ‖f (ai)− f (ni)‖22 + α

]

where ai, pi and ni are the anchor, positive and
negative podcast samples in the ith triplet, f is a
function that outputs an embedding for the pod-
casts and α is the margin between the positive and
negative podcast samples.

We use a pre-trained DISTILBERT (Sanh et al.,
2019) model2 to create initial representations for
the podcasts, followed by two fully connected lay-
ers, which shared weights during the triplet train-
ing phase. The architecture can be seen in Fig-
ure 3. The output of the final layer is a 128-
dimensional vector, that is used as an embedding
for the downstream popularity prediction task.

5.2 Evaluation and Results

The following methods are used to extract the rep-
resentations of podcasts to predict their popularity:

• TF-IDF: TF-IDF weights (Ramos et al.,
2003) corresponding to each word in a pod-
cast are used to fill a vector, the size of which
equals the size of training set’s vocabulary.

• WORD2VEC (WV): WORD2VEC (Mikolov
et al., 2013) embeddings for each word in a
podcast are averaged to create a single em-
bedding representing the podcast.

2We use the DISTILBERT BASE model provided by hug-
gingface’s transformers library (Wolf et al., 2019)

Method Macro-Avg F1
TF-IDF 0.61

WV 0.59
DB 0.73

DB-T 0.82

Table 3: Popularity Prediction: Macro-average F1
score for the baselines and the proposed Triplet training
strategy for the popularity prediction task.

• DISTILBERT (DB): The embedding corre-
sponding to the [CLS] token in a pre-trained
DISTILBERT (Sanh et al., 2019) is taken as
an embedding for a podcast.

• DISTILBERT-Triplet (DB-T): The embed-
ding corresponding to the [CLS] token in
a pre-trained DISTILBERT is trained in a
Triplet manner as shown in the proposed
method (Figure 3), and the output of the final
neural network is a 128-dimensional embed-
ding for the podcast.

For each of the methods listed above, em-
beddings corresponding to every podcast are ex-
tracted. We use a supervised classifier like XG-
BOOST (Chen and Guestrin, 2016) with binary la-
bels for popularity. Results for the various meth-
ods are given in Table 3. Appropriate hyper-
parameter tuning is done over 5-fold cross valida-
tion, including adding penalties for misclassifying
the minority (Popular) class. It can be seen that
our proposed method (DB-T) significantly outper-
forms the others, achieving a relative improvement
over the best baseline (DB) by 12.3%.3

6 Conclusion

In this work, we explore how textual cues like po-
larity, subjectivity, lexicons and keywords differ in
popular and unpopular podcasts. We then employ
a triplet-based training procedure to counter the
class imbalance problem in our data, which yields
a relative improvement of 12.3% over the best per-
forming baseline. In future work, we plan to ex-
plore this problem in a multi-modal setting, by
constructing multi-modal embeddings that lever-
age both audio and textual data. We also plan to
leverage temporal information associated with the
transcripts, in the form of timestamps of the spo-
ken words, for the task of popularity prediction.

3Code and saved models are available at:
https://github.com/brihijoshi/podpop-nlp4musa-2020/
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Abstract

Music playlists, either user-generated or cu-
rated by music streaming services, often come
with titles and descriptions. While crucial
to music recommendations, leveraging titles
and descriptions is difficult due to sparsity and
noise in the data. In this work, we propose to
capture useful latent semantics behind playlist
titles and descriptions through proper cluster-
ing of similar playlists. In particular, we clus-
tered 20,065 playlists with both titles and de-
scriptions into 562 groups using track vectors
learned by word2vec model on over 1 mil-
lion playlists. By fitting a Naive Bayes model
on titles and descriptions to predict cluster
membership and using the cluster membership
information for music recommendations, we
present a simple and promising solution to the
cold-start problem in music recommendation.
We believe that when combined with other
sources of features such as audio and user in-
teraction, the proposed approach would bring
further enhancement to music recommenda-
tions.

1 Introduction

In the theory of Information Retrieval (IR), users
formulate “queries” using natural language to ex-
press information needs to IR systems (Baeza-
Yates and Ribeiro-Neto, 1999), and the query
terms make up a sparse semantic space. Simi-
larly, users on music streaming platforms, when
creating new playlists, express their needs for mu-
sic by providing playlist titles and descriptions.
These playlist titles and descriptions also make up
a highly sparse corpus, and capturing useful latent
semantics from such sparse space for making mu-
sic recommendations is challenging. In fact, using
playlist titles for music recommendations can even
worsen the performance of recommender systems
(Zamani et al., 2018).

In this work, we present that through proper
clustering of similar playlists, titles and descrip-
tions can be effectively employed for making more
accurate music recommendations. Specifically,
two stages are included in this work: in Stage
1, track sequences in playlists are used to embed
playlists and tracks into a latent embedding space
using word2vec (Mikolov et al., 2013a), and ag-
glomerative clustering is implemented on playlist
embeddings to form clusters of similar playlists;
in Stage 2, we fit a multinominal Naive Bayes
model on words from playlist titles and descrip-
tions to predict cluster membership and use the
cluster membership information to make music
recommendations. Details of the two stages are
in Section 4 and Section 5, respectively. In Sec-
tion 6, we evaluate the proposed recommending
strategy by the task of making music recommen-
dations given only playlist titles and descriptions,
with several baseline models and strategies com-
pared.

2 Related Work

Works have been done to capture hidden seman-
tics from playlist titles for music recommendation.
Pichl et al. (2015) formed clusters of playlist ti-
tles and interpreted each cluster as a latent mu-
sic listening context for making music recommen-
dations. The authors expanded the corpus by
adding synonyms and hypernyms using WordNet
(Miller, 1995) to deal with sparsity. The same
authors later built on this work and formed sit-
uational clusters using selected playlist titles that
contain activities and other descriptors (e.g., sea-
son, events) to improve music recommender sys-
tems (Pichl and Zangerle, 2018). One of the ACM
RecSys Challenge 20181 tasks is to predict tracks
in playlists given titles only. Approaches adopted

1http://www.recsyschallenge.com/2018/

18



“Peaceful Piano:
Relax and indulge with some profoundly
beautiful piano pieces.”

“CHRISTMAS VIBES!!:
!!!!!!!! YYAAAAA LETTTTSSS GOOOOO
CHRISTMASSSS LETS GET PUMPED”

“oldies but goodies:
songs my parents liked but now I like
them too”

Spotify API
#1

#2

#3

Figure 1: Example playlists from the datasets

by the top performing teams include matrix fac-
torization on (playlist, track)-title co-occurrence
matrix (Volkovs et al., 2018), character-level con-
volutional neural network to embed playlist titles
(Yang et al., 2018), and using playlist titles as
queries to pseudo-documents generated for each
track by concatenating all the titles of the playlists
that contained a particular track (Kallumadi et al.,
2018).

Starting from the intuition that interpreting
playlist titles and descriptions as plain text is not
effective enough, we propose to fit a language
model on titles and descriptions based on some
“intermediate” information so that the “interme-
diate” information can guide us towards a better
understanding of the language behind playlist gen-
eration.

3 Data

The datasets we used include the Million Playlist
Dataset (MPD) released by Spotify for ACM Rec-
Sys Challenge 2018 as well as 1,417 playlists cu-
rated by Spotify collected via Spotify API2. The
MPD is further divided into two subsets, one with
playlists with descriptions (D1), and one with
playlists without descriptions (D2). Usage of each
subset in this work will be detailed in later sec-
tions. To get more quality titles and descriptions
data, we also collected 1,417 playlists curated by
Spotify (D3). Table 1 shows the summary of
the datasets. Three example playlists from the
datasets are shown in Figure 1. Playlist #1 is a cu-
rated playlist on Spotify, while playlist #2 and #3
are user-generated playlists that have been made
public on Spotify.

4 Clustering of Playlists

4.1 Latent Representations of Playlists

Word embedding approaches, such as word2vec
(Mikolov et al., 2013a) and GloVe (Pennington

2https://developer.spotify.com/documentation/web-api/

Dataset Size
D1 MPD w/ descriptions 18,760
D2 MPD w/o descriptions 981,240
D3 Spotify Curated Playlists 1,417

Table 1: Summary of the datasets

et al., 2014), provide an effective way to learn
dense vector representations of words by leverag-
ing word co-occurrence information. By treating
playlists as the equivalent of sentences, and tracks
as the equivalent of words, similar to (Kallumadi
et al., 2018), we propose to apply word embed-
ding approach to learn a dense vector representa-
tion for each of the unique track IDs and represent
each playlist by aggregating its track embedding
vectors. For learning the track embedding vec-
tors, the word2vec model was chosen and the rea-
sons are as follow: 1) with the continuous bag-of-
word model of word2vec, ordering information is
discarded and is more preferred in the setting of
making “static” recommendations, as opposed to
playlist continuation task in music listening ses-
sion; 2) the linearity of the vector operations is
claimed to weakly hold for the addition of several
vectors by word2vec (Mikolov et al., 2013c), so
aggregating track vectors should yield a meaning-
ful representation of playlists.

All the 1,001,417 playlists in the dataset were
used for learning the latent representations of
playlists so that the learning process can make the
most of the available data. In total, over 64 million
unique tracks were fed to the word2vec model,
and after subsampling (Mikolov et al., 2013b) we
learned 50-dimensional latent representations of
600,501 tracks.

With the learned track vectors, each playlist in
D1 and D3 (20,177 playlists in total) is repre-
sented as the average of its track vectors. Because
not all tracks in the dataset has a dense vector,
there are 112 playlists whose tracks are all absent
from the latent embedding space. These playlists
are discarded, leaving 20,065 playlists with de-
scriptions in the dataset.

4.2 Clusters of Similar Playlists

With latent vector representations of playlists,
groups of similar playlists can be formed using
clustering algorithms. Among options such as
K-means clustering and modularity-based cluster-
ing (Clauset et al., 2004), we found agglomerative
clustering using cosine distances normalized for
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# Size Top 10 words with highest BiTF from the cluster
1 628 oldies,80s,goodies,classics,soul,love,school,70s,dad,60s
2 597 rap,fire,hype,litty,chill,af,bangers,gang,trap,party
3 458 throwback,throwbacks,childhood,nostalgia,disney,2000s,school,tbt,middle school,bops
4 457 rock,classic,classics,classic rock,oldies,dad,roll,70s,80s,school
5 433 edm,house,electronic,dance,dubstep,chill,trap,gaming,bass,drops

Table 2: Top 5 largest clusters of similar playlists, presented by top 10 words from each cluster

each playlist yields the best result. In total, 580
clusters are formed in the data, including 18 sin-
gletons (clusters with 1 playlist). We removed the
singletons to uncover general patterns in the data,
leaving 562 clusters of similar playlists. Table 2
shows a summary of the top 5 largest clusters.
From the table, it can be shown that playlists in
the same cluster share something similar – genre,
event, mood, etc..

5 Language Modeling on Playlist Titles
and Descriptions via Naive Bayes

Given the clusters of playlists, we fit a multi-
nominal Naive Bayes model using words from
playlist titles and descriptions. Naive Bayes model
was chosen because it is fast and accurate enough
to serve as a proper baseline for text classifica-
tion, and that with multinomial Naive Bayes, each
cluster can be represented as a unigram language
model which allows us to get more insights into
the language used in playlist generation.

Before fitting the model, a series of data clean-
ing and preprocessing steps such as normalizing
emojis was implemented on the text data. We omit
the details for brevity here.

We chose binary term frequency (BiTF) as the
text feature to extract from titles and descriptions
because BiTF usually works better with short and
sparse text. Bigrams were also included so that
frequently mentioned artist names such as “Ed
Sheeran” can be preserved. We further pruned the
vocabulary with a minimum term frequency of 3,
which yields a vocabulary of 5,487 tokens.

5.1 Model Details

Stratified sampling was implemented to split the
playlists with descriptions (i.e., D3) into training
(19,044, 95%) and test set (1,003, 5%). We then
fit a Naive Bayes model with Laplace smoothing
on the training set.

6 Evaluation

6.1 Experimental Setup

Evaluation is done by the task of making music
recommendations given playlist titles and descrip-
tions. The baselines to compare are word2vec
word embeddings trained on the training set, pre-
trained GloVe word vectors on 2 billion tweets
(both 50-dimensional and 200-dimensional), as
well as the top-performing approach based on
matrix factorization to dealing with cold-start
playlists from the RecSys Challenge 2018 (vl63).
Naive approaches that either recommend popular
tracks or random tracks are also included as base-
lines.

For all approaches except vl6 and the two naive
approaches, one of two recommending strategies
was employed according to the type of text fea-
tures:

• Cluster-based: predict C potential clusters
and recommend top tracks from the clusters
by track frequencies weighted by normalized
distances between the query playlist and the
predicted clusters centers.

• Similarity-based: retrieve S similar playlists
and recommend top tracks from the playlists
by track frequencies weighted by normalized
distances between the query playlist and the
similar playlists.

We set C = 5 and S = 5 × 11 = 55, where 11
is the median size of clusters in the training set,
for fair comparison. Each model will return 500
candidates for evaluation.

F1, NDCG, R-precision, and R-artist are re-
ported. F1 score measures the retrieval qual-
ity of the approaches while NDCG measures the
ranking quality. R-artist is the same R-precision
metric used for RecSys Challenge 2018 (Zamani
et al., 2018), where artist matches were partially
rewarded even if the predicted track was incor-
rect. For brevity, we only describe the standard

3https://github.com/layer6ai-labs/RecSys2018/
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R-precision here. Let R be the set of ground truth
tracks for a playlist, and T be the set of first |R|
tracks returned by the system. R-precision is then
calculated as:

R−precision =
|T ∩R|
|R| (1)

6.2 Results and Analysis

Table 3 summarizes the evaluation results.
Clearly, our proposed cluster-based strategy yields
the most satisfying result. Of all the baseline ap-
proaches, similarity-based BiTF works the best,
confirming that BiTF is a very effective text fea-
ture that works well for short and sparse text.

In the following two subsections, we present
two examples to illustrate how the clusters may
have helped with making more accurate recom-
mendations.

Model F1@100 F1@500 NDCG@100 NDCG@500 R-prec R-artist
Cluster-based

BiTF 0.0735 0.0524 0.0632 0.0652 0.0692 0.0717
Similarity-based

BiTF 0.0713 0.0463 0.0623 0.0637 0.0663 0.0692
word2vec 0.0663 0.0432 0.0578 0.0589 0.0621 0.0641
GloVe-50d 0.0453 0.0309 0.0392 0.0400 0.0421 0.0436
GloVe-200d 0.0489 0.0339 0.0428 0.0438 0.0457 0.0472

Others
vl6 0.0661 0.0431 0.0588 0.0601 0.0624 0.0658
Popular 0.0381 0.0351 0.0308 0.0320 0.0337 0.0350
Random 0.0002 0.0003 0.0002 0.0002 0.0002 0.0003

Table 3: Evaluation results

6.3 Neighboring Clusters

One of the reasons why the clusters of similar
playlists can help with making recommendations
is that the clustering is effective to group simi-
lar playlists together. Figure 2 shows the 5 near-
est neighbor clusters of the query cluster “Christ-
mas” (shown in bold). According to the top words
from each clusters, all the 5 neighbors seem to
be relevant to “Christmas”; thus it is very likely
that tracks from the neighboring clusters are good
candidates to recommend given a query playlist
comes from the “Christmas” cluster.

Figure 2: Neighboring clusters of “Christmas”. Edge
lengths indicate distances from the query cluster to its
neighbors.

6.4 Candidates with Diversity

By observing the behavior of the Naive Bayes
model, it is interesting to see that when no addi-
tional information is provided to a query word, the
Naive Bayes can recall more diverse potential can-
didates, which may benefit the recommender sys-
tem. For example, in Figure 3 we show the top
5 most likely clusters from which word “study” is
generated. Of the 5 candidate clusters, each indi-
cates a different “group” or “genre” and each can
be relevant to the query word “study” according
to different user tastes or preferences – some peo-
ple may prefer classical music or movie sound-
tracks when study, while some may prefer elec-
tronic dance music (edm) to stay energetic. When
the recommender system has no additional knowl-
edge about the user’s preference, it may be a bet-
ter strategy to provide wider options for the user to
choose from.

Figure 3: Top 5 clusters returned for query word
“study”. A shorter edge length indicates a higher prob-
ability that the query belongs to the cluster.

7 Conclusion and Future Work

In this work, we present that through proper clus-
tering of similar playlists, titles and descriptions
can be effectively employed for making more ac-
curate music recommendations. There are several
future directions to extend this work. First, it is
worth exploring how the method can be combined
with audio signals and user interaction data to fur-
ther benefit music recommender systems. Sec-
ond, other aggregation of the track embeddings for
playlists than averaging can be explored for mak-
ing even more accurate recommendations. Lastly,
evaluating the quality of music recommendations
without user feedback data may not be accurate,
especially when novelty and serendipity (Schedl
et al., 2014) is preferred by users. Therefore, this
work can benefit from some other datasets with
feedback information available as ground truth.
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Abstract

In this work, we set up a novel task of playlist
context prediction. From a large playlist title
corpus, we manually curate a subset of multi-
lingual labels referring to user activities (e.g.
‘jogging’, ‘meditation’, ‘au calme’), which we
further consider in the prediction task. We
explore different approaches to calculate and
aggregate track-level contextual semantic em-
beddings in order to represent a playlist and
predict the playlist context from this represen-
tation. Our baseline results show that the task
can be addressed with a simple framework us-
ing information from either audio or distribu-
tional similarity of tracks in terms of track-
context co-occurrences.

1 Introduction

1.1 Motivation for user listening context
prediction for playlists

The origination of playlists has changed over the
last two decades. Before, it used to be regarded
as the work of skilled DJs or curators who had
significant musical knowledge and accessibility to
music databases. However, as the general music
consumption has shifted to streaming services and
the entire music database has became accessible
to anyone, the creation of playlists has become a
common way for users to organise their music cat-
alogue in coherent collections for different listen-
ing circumstances or with different themes (Pichl
et al., 2016; Dias et al., 2017).

Hence, considering how pervasive playlists are
in music streaming services, being able to auto-
matically predict their possible listening contexts
could enable us to perform context-aware track
recommendation for playlist continuation or to
generate context-centered playlist captions.

Track-level information, such as social tags,
metadata and audio content, has been widely used

∗ This work is an extended version of the author’s re-
search internship at Deezer.

Playlist titles (Deezer) Track-level tags (Last.fm)
soiree, rock, chill, rock, pop, alternative,
dance, cool, sport, indie, electronic,
pop, electro, divers, female vocalists,
ambiance, party, favorites, Love, dance,
funk, rap, running, 00s, alternative rock,
love, annee 80, jazz, beautiful,
voiture, new, calme, singer-songwriter, metal
relax, latino, chillout, male vocalists,
gym, summer, Awesome, classic rock,
house, oldies, soul, indie rock, Mellow,
classique, apero, electronica, 80s, folk,
mix, slow, british, 90s, chill,
musique american, instrumental

Table 1: 30 most commonly used titles from Deezer
playlist dataset (left) and 30 most commonly used tags
from Last.fm dataset (right). The bold text ones are
related to ‘user-context’ category, and the normal ones
are related to ‘music-context’ or ‘music-content’ cate-
gories. The italic ones could relate to either of ‘user-
context’ or ‘music-content’.

in research efforts seeking to unveil the general
musical semantics (Levy and Sandler, 2008; Nam
et al., 2018) or context-related aspects (Ibrahim
et al., 2020) of single tracks. However, to our
knowledge, the problem of how to deduce the mu-
sic listening context for playlists by relying on sig-
nals from their track constitution has not been yet
researched.

1.2 Playlist titles as contextual cues

The word ‘context’ as employed by the recommen-
dation system community encompasses a wide
range of information such as activities, demo-
graphic information, emotional states, or weather-
related information (Kaminskas and Ricci, 2012).
In order to infer the user listening context, very di-
verse sources of data such as device logs are neces-
sary (Cunningham et al., 2008; Wang et al., 2012;
Gillhofer and Schedl, 2015), although in practical
scenarios it is very challenging to access most of
them while respecting user privacy.

The titles of user-created playlists, on the con-
trary, frequently encode information with regard to
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Figure 1: Per-title numbers of track instances (blue bar) / playlist instances (orange bar).

specific listening contexts and appear often as pub-
lic user information (Pichl et al., 2015). These ti-
tles are noisy since they are crowd-sourced. How-
ever, a sufficiently large corpus can give statisti-
cally meaningful cues. In this work, we utilize a
large playlist dataset where each playlist has as-
sociated a user-created title, which we leverage to
infer the listening context that a playlist would fit.

Unlike the track-level tags or metadata, a
playlist title is more likely to represent the user
listening context of the corresponding sequence of
music tracks. As shown in Table 1, among the 30
most commonly used playlist titles in the Deezer
playlist dataset, 8 are related to user-context cate-
gory rather than to music-context or music-content
categories (Schedl, 2013) compared to none in the
track-level tags dataset (Last.fm).

While there have been multiple research works
that leverage playlist titles as supplementary in-
formation for a music recommendation or playlist
continuation task (Pichl et al., 2015; Zamani et al.,
2019), the playlist title prediction task has not been
studied. In the current work, we focus on a sub-
set of titles referring to the context. However, the
method we explore could be easily adapted to new
title categories.

1.3 Context-related title prediction for
playlists

The largely overlapping track-level information
between different playlist titles can pose difficul-
ties for the playlist title prediction task. For ex-
ample, tracks in a playlist with the title ‘running’
might be very similar to ones in a playlist with
the title ‘workout’ (Ibrahim et al., 2020). A pre-
vious work (Pichl et al., 2015) has tried clustering
playlists with lemmatized titles to use as an ad-
ditional feature for the recommendation system,
while another research work (McFee and Lanck-
riet, 2012) has attempted to tackle this overlap-
ping characteristic issue with a hypergraph model.

However, the explicit distinction between different
playlist contexts is left unclear even though those
past works have helped improving the recommen-
dation performance.

Here, we propose a framework to extract a se-
mantic representation of a playlist as a low dimen-
sional embedding related to its title or a specific
desired concept such as the context, or user ac-
tivities. To evaluate the representational power of
these embeddings, we design and conduct activity-
related title prediction experiments and compare
the results obtained with different architectures.

2 Data preparation for user activity
prediction from playlists

To set up a playlist dataset with activity labels,
we first collected 2M user-created playlists from
Deezer along with their titles. After a text clean-
ing and normalization 1 procedure, we chose 1,000
most commonly used playlist titles as our initial
candidates.

A manual annotation experiment was further
organised. Three music information retrieval re-
searchers annotated each title as corresponding to
a specific user activity or not. Then, 176 titles
that were voted by at least two our of three an-
notators were selected (majority voting). Since
Deezer playlist titles were multi-lingual, we fur-
ther merged some cross-lingual synonyms into
a single representative label, ending up with 58
activity categories (see Figure 1). We split the
playlists into training (80%) and test set (20%) in
stratified way, and filtered out any tracks that occur
only on the test set playlists. This is because one of
our baseline approaches requires track-level em-
beddings computed from the track-title matrix of
the training set. The whole procedure left us with

1We lowercase and remove special characters, although
we keep emoji’s and some of widely used combinations of
special characters manually chosen. (e.g.‘<3’ or ‘:)’)
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156,269 playlists that had one of the 58 activity-
related titles and 154,611 unique tracks included
in these playlists. The average number of tracks in
a playlist was 46.38 and their standard deviation
was 36.08.

3 Baseline playlist embedding models

Playlist embedding task is a many-to-one infer-
ence problem where sequential data inputs are
aggregated to infer one embedding, in this case
context-related. This problem is similar to the sen-
tence embedding problem from the natural lan-
guage processing field. Tracks are constitutive el-
ements of a playlist as words are of a sentence
(Kalchbrenner et al., 2014).

3.1 Using title-track matrix factorization
(MF) based embeddings

Our first approach is to apply a 2-step procedure.
We first compute track-level semantic embeddings
based on title annotations in the playlist corpus.
Then, for a given playlist, we aggregate all the
track-level embeddings to make a sequence-level
prediction (detailed in Section 3.3)

We aim to extract track-level embeddings that
represent the ‘distributional similarity’ of tracks.
That is, the embeddings of tracks that occur to-
gether more often (are similarly distributed) within
playlists with the same title will be trained to be
closer. This is a basic strategy to learn word em-
beddings and train such semantic models in the
natural language processing field (Mikolov et al.,
2013; Pennington et al., 2014).

By seeing a playlist as a sentence and a track as
a word, we can apply any of widely used mod-
elling techniques that extract the semantic (the-
matic) embedding of each track, such as Latent
Dirichlet Allocation, Skip-gram (implicit matrix
factorization), Word2vec, GloVe etc. (Blei et al.,
2003; Levy and Goldberg, 2014; Mikolov et al.,
2013; Pennington et al., 2014). Another option
is to construct a matrix of playlist titles and track
counts to conduct singular value decomposition or
matrix factorization, and thus get an embedding
for each track (Sarwar et al., 2001; Zhou et al.,
2008; Hu et al., 2008).

Among these options, we chose the matrix fac-
torization that allowed the extraction of track em-
beddings along with title embeddings simultane-
ously. We used the playlists in the training set to
construct the ‘title-by-track co-occurrence’ matrix

by adding up all track counts from playlists that
are annotated with the same title. We then nor-
malized the matrix track-wise after computing TF-
IDF values. We applied alternating least square
algorithm (Bell and Koren, 2007) to factorize the
matrix, resulting in a 50-dim feature vector for
each track and title.
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Figure 2: Diagram of MF-based embedding model.

3.2 Using audio-based embeddings
Our second approach is to learn track embed-
dings directly from the audio content. We set up
a CNN architecture using a mel-spectrogram in-
put that were computed with 22,050 Hz sampling
rate, 1,024 FFT size, 512 hop size, and 128 mel
bins. A 3-second long mel-spectrogram segment
is put into the network with 5 layers of 1D convo-
lution. The network outputs 50-dim feature vec-
tor for each segment, and we average them to end
up with a 50-dim embedding for each track. In
this case, track-level audio embeddings are jointly
trained with the aggregated playlist embeddings in
an end-to-end manner.
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Figure 3: Diagram of audio embedding model.

3.3 Aggregation techniques of track
embeddings into playlist embedding

The aggregation of track embeddings into a
playlist representation is done in two ways: one is
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Figure 4: MRR results per each title (MF embedding averaging model performances (blue bar) / audio embedding
LSTM model performances (orange bar)).

Model MRR FH@1 FH@5 MAP@5
MF-emb AVG 0.532 0.358 0.758 0.509
MF-emb LSTM 0.516 0.341 0.744 0.492
Audio AVG 0.533 0.359 0.759 0.510
Audio LSTM 0.543 0.371 0.771 0.521

Table 2: Baseline results on the playlist activity pre-
diction task. MF-emb denotes the matrix factorization
based embedding model, and Audio denotes the audio-
based embedding model. (MRR : mean reciprocal rank
/ FH:flat hit / MAP:mean average precision)

by simply averaging track-level embeddings and
the other is by using a single-layered LSTM net-
work that takes a sequence of track embeddings as
an input. After computing the aggregated infor-
mation for a single playlist, the resulted playlist
embedding is used as an input to a fully connected
layer and a softmax layer that outputs the predic-
tion for one of the 58 activity labels.

4 Results and discussion

As shown in Table 2, models using audio-based
embeddings performed slightly better than the
ones using the MF-based embeddings. One inter-
esting finding was that, for models using the MF-
based embeddings, the model was very prone to
overfit to the training set. This could be because
the track-level input embeddings were computed
from the matrix that partly originated from the
playlist-title table that the model was being trained
to predict. In this case, the simple approach of
averaging track embeddings ended up performing
better than making use of track-level details or the
sequential information. On the other hand, for
models using the audio-based embeddings, a more
complex architecture that considers track-level de-
tails and the sequential order performed better, as
expected.

Investigating the prediction performance on
each title (see Figure 4), ‘worship’, ‘chill’,
‘dance’, and ‘sunset’ were the most accurately

Num. of tracks
per title

Num. of playlists
per title

MRR per title
(MF-emb AVG) 0.7137 0.7472

MRR per title
(Audio LSTM) 0.6881 0.7227

Table 3: Pearson correlation coefficients between our
models’ prediction performances (MRR) and the num-
bers of instances for each title.

predicted ones for all the models. However, we
are facing a class imbalance problem where mod-
els are misguided to predict a title of the largest
sample size when playlists with different titles
have similar sequences of tracks. For exam-
ple, for playlists labeled with ‘caminhada (walk)’,
‘marathon’, or ‘joggin’, models would be trained
to predict as ‘run’ to simply achieve higher over-
all accuracy. As shown in Table 3, the sample size
and the accuracy per title have a meaningful cor-
relation.

Comparing results from different input repre-
sentations, ‘apres ski’, ‘sex’, and ‘wedding’ were
more accurately predicted by the audio-based em-
bedding models, while ‘yoga’ and ‘training’ were
more accurately predicted by the MF embedding-
based models.

Our initial results show that there is a large
room to discover about how each playlist is con-
structed for different user listening contexts. For
the top-1 prediction, almost half of the activity ti-
tles could not be predicted correctly even for a
single playlist. For the future work, we plan to
improve the selection of the representative con-
text titles, handle the class imbalance problem, and
experiment more advanced architectures, such as
self-attention architectures, to aggregate the track-
level sequential information. A multi-modal ap-
proach combining the two input representations
along with any extra information such as lyrics,
track metadata or user embeddings could also be
promising.

26



References

Robert M Bell and Yehuda Koren. 2007. Scalable
collaborative filtering with jointly derived neighbor-
hood interpolation weights. In Seventh IEEE Inter-
national Conference on Data Mining (ICDM 2007),
pages 43–52. IEEE.

David M. Blei, Andrew Y. Ng, and Michael I. Jordan.
2003. Latent dirichlet allocation. Journal of ma-
chine Learning research, 3:993–1022.

Stuart Cunningham, Stephen Caulder, and Vic Grout.
2008. Saturday night or fever? context-aware music
playlists. Proc. Audio Mostly.

Ricardo Dias, Daniel Gonçalves, and Manuel J Fon-
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Abstract

One of the most important parts of the song’s
content is the lyrics, in which authors expose
feelings or thoughts that may reflect their way
of seeing the world. This is perhaps the reason
why modern techniques of mining text have
been applied to lyrics to find semantic aspects
that allow us to recognize emotions, topics, au-
thorship among others. In this work, we focus
on the analysis of syntactic aspects assuming
that they are important elements to recognize
patterns related to the writing style of an indi-
vidual author or a musical genre. We present a
theoretical information model-based in a cor-
pus of lyrics, which allows finding discrimi-
nating elements in a writing style that could be
used to estimate, for example, the authorship
or musical genre of a given lyric.

1 Introduction

Text mining has been applied to the analysis of
lyric content in recent years to extract valuable
hidden information. Since this content is not di-
rectly amenable to numerical computation, a fea-
ture engineering process is applied to extract fea-
tures from the text. This process may include
word embeddings (Espinosa-Anke et al., 2017)
or probabilistic models (McFee and Lanckriet,
2011). From a set of numerical features, it is
possible to create computational models to rec-
ognize patterns associated with the content of the
lyrics. This recognition allows to carry out auto-
mate tasks such as topic modeling (Devi and Sa-
haria, 2020), semantically similar lyrics detection
(Chandra et al., 2020), sentiment analysis (Akella
and Moh, 2019), text summarizing (Fell et al.,
2019), automatic lyric generation (Potash et al.,
2015), linguistic analysis (Petrie et al., 2008), ex-
plicit content detection (Chin et al., 2018) and mu-
sic recommendation systems (Dong et al., 2020).
Typically, these models highlight semantic aspects
associated with the content of lyrics, leaving aside

other important aspects such as those associated
with the way the content is written. In this regard,
we propose a method that considers syntactic as-
pects to recognize different writing styles in song
lyrics.

This work is organized as follows: In Section
2, we present the underlying ideas that support the
main line of our proposal. In Section 3, we present
the assessment methodology to determine the ef-
fectiveness of our proposal. In Section 4, we show
obtained results from experiments. Finally, in Sec-
tion 5, we present some brief conclusions.

2 Background

One important aspect when we have a text is to
quantify the information in it. Where important
elements of text must be identified, we considered
the following concepts.

2.1 Information modeling
Information in a text can be defined as the facts
about a situation, person, idea, among others,
that are part of a document that follows certain
grammatical and vocabulary rules in any language.
This information can be modeled in the next ways:

• Information Content. Given a random vari-
able Y , the information of the event (Y =
yi) is inversely proportional to its likelihood.
This information is denoted by I(yi) and ex-
pressed as (Shannon, 1948):

I(yi) = log

(
1

p(yi)

)
= −log(p(yi)) (1)

For example, is the word love very common
in lyrics? the informative content (I love) is
expected to be low compared to other words
less likely.

• Shannon Entropy. The expected value of I
is known as Shannon’s Entropy, which is de-
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fined as (Shannon, 1948):

H(Y ) = −
N∑

i=1

p(yi)log(p(yi)) (2)

When p(yi) is uniformly distributed, the en-
tropy of Y is maximal. This means that Y has
the highest level of unpredictability and, thus,
the maximal information content. Regarding
the lyrics, the entropy rises when songs are
more heterogeneous (in terms of grammar di-
versity).

2.2 POS Tagging

A key task in the text analysis is the Part Of Speech
Tagging (POS Tagging). The POS of a word is its
grammatical category associated. From the cate-
gories, it is possible to find grammatical structures
and recognize elements related to things, ideas,
people, etc. relevant to the information in the
text. The POS Tagging is the process in which
words are marked in a document as their corre-
sponding POS category, based on its definition and
context. A word strongly depends on its context
and may have different categories depending on it
(Toutanova et al., 2004).

3 Proposal

Our proposal aims to model the writing style of
artists from a corpus of lyrics. In a corpus of lyrics
grouped by artist, we encoded for each artist, the
lyrics as a set of codes that represent syntactic
structures based on POS (see Section 2.2). These
codes are denoted as a discrete random variable
Yi. The distribution of Yi is approximated through
the frequency of the codes in the artist’s lyrics.
Based on this distribution, the entropy H(Yi) can
be computed. We hypothesize that these values
could represent a measure of the diversity of gram-
matical structures contained in the discourse of
the lyrics. Based on these ideas, we propose a
method that follows the pipeline illustrated in Fig-
ure 1.

As mentioned, we have a song lyrics corpus de-
scription shown in Section 4. We analyze the way
artists use syntactic structures in songs to deter-
mine how are written, we focus on the POS tags
used and their combinations (syntactic structures).
The description of each process is described as fol-
lows:

Figure 1: Proposed method to obtain an Information-
based Model for Writing Style Analysis of Lyrics.

1. Pre-processing. Punctuation symbols, line
breaks, and extra spaces removal are the pre-
processing tasks in this process.

2. Text transformation. We extract the syn-
tactical structures from the lyrics as follows:
From the original text, a list L of POS tags
is obtained. For each li ∈ L, we define a
POS n-gram as a concatenation of li and its
surrounding POS tags, expressed as: li−w +
... + li−1 + li + li+1 + ... + li+w, where w
is the number of left and right POS tags, im-
plying a length of the n-gram of n = 2w+1.
The above concatenation represents what we
call grammatical structures used by an artist.
When there are no POS tags to the left or right
of li, we fill these spaces with underscores ( ),
this happens when li is either at the beginning
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or the end of the lyrics.

3. POS n-gram summarization. POS n-grams
can be seen as symbols used in the lyrics
which stands for the random variable Y de-
fined in Section 2.1. To summarize the syn-
tactic structures used by the artists, we take
all the POS n-grams previously obtained and
model them as a probability distribution by
the artist.

4. Grammatical wealth weighing. We intend
to determine the writing style of the lyrics
performed calculating the entropy of the POS
n-grams distributions through Shannon’s en-
tropy function defined in Equation 2. We
used log2 in this paper. By performing this
operation, we measure the variety of POS n-
grams used in the lyrics. As a result, we could
say that the grammatical wealth in lyrics is
being weighed, where such entropy abstracts
the artists’ writing style.

4 Results

In the experiments, we used the 55000+ Song’s
Lyrics corpus obtained from the Kaggle reposi-
tory1. This corpus is composed of around 55 thou-
sand instances of English written lyrics with the
next features: Artist, Song, Link, and Text.

We used a value of w = 2 in this experiment.
Since there were artists with very few lyrics on
the corpus, only instances from artists with more
than 100 lyrics were taken into account. For the
POS tagging task we used the Stanford POS Tag-
ger (Toutanova et al., 2003), which is reported to
have a token accuracy of 97.24%. As result, a
total of 268 different artists were selected from
the corpus, whose entropy was calculated via the
proposed method and ranked in descending order.
We obtained the top and bottom entropy values by
artists such as are shown in Table 1 and Table 2
respectively. The full results can be found on a
web repository that we refer to in what follows as
experimental repository 2.

The top ten artists shown in Table 1 are filled by
Hip Hop or rap artists which are well known to use
complex grammar structures as well as a diversity
of word combinations (a common feature in this
music genre). It is worth noting that in the same
order of entropy is Bob Dylan, who won the Nobel

1https://www.kaggle.com/datasets
2http://bit.do/entropy_lyrics

Rank Artist Entropy Genre

1 LL Cool J 14.5948 Hip Hop
2 Insane Clown Posse 14.5056 Rap
3 Lil Wayne 14.4834 Hip Hop
4 Fabolous 14.4310 Hip Hop
5 Drake 14.3708 Hip Hop
6 R. Kelly 14.2982 Hip Hop
7 Kanye West 14.2623 Hip Hop
8 Bob Dylan 14.2475 Folk
9 Indigo Girls 14.1750 Rock
10 Joni Mitchell 14.1160 Jazz

Table 1: Top 10 artists ranked per entropy values,
which denote the highest grammatical diversity.

Rank Artist Entropy Genre

259 Warren Zevon 13.0663 Rock
260 Norah Jones 13.0592 Jazz
261 Wishbone Ash 13.0533 Rock
262 Whitesnake 13.0485 Rock
263 Regine Velasquez 13.0433 Pop
264 Misfits 13.0151 Punk
265 Steve Miller Band 12.9785 Rock
266 Yngwie Malmsteen 12.9450 Metal
267 Planetshakers 12.6079 Christian
268 Nirvana 12.4815 Rock

Table 2: Bottom 10 artists ranked per entropy values,
which denote the lowest grammatical diversity.

Prize in Literature 2016 awarded “for having cre-
ated new poetic expressions within the great Amer-
ican song tradition”. Opposed to the artists us-
ing complex grammar structures is the bottom ten
artists shown in Table 2 which are characterized
by using simple grammar structures.

The above can be summarized in Figure 3
wherein is shown the distribution of the entropy
values per artist. The tails of the distribution con-
tain the lower and higher entropy values, corre-
sponding to the top and bottom artists previously
shown. We can argue that an artist with a higher
value of entropy, exhibits a greater diversity of
POS n-grams in its lyrics than artists whose en-
tropy is lower. This diversity, in terms of en-
tropy, is an interesting finding that could reflect
the grammatical wealth of the artists’ lyrics.

Notice that the entropy values follow a nor-
mal distribution wherein the most likely values
(around the mean) would correspond to artists
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Figure 2: Artists’ entropy distributions per music genre.

Figure 3: Artists’ entropy distribution.

with an ordinary writing style (in grammar diver-
sity diversity terms). We are interested in the tails
of the distribution, where we can find the lowest
and the highest diversity. In this regard, we have
included in the experimental repository, a compar-
ison of two lyrics corresponding to the artist with
the lowest and highest entropy (Nirvana and LL
Cool J respectively). We can see an important dif-
ference between these lyrics from what we have
called grammar diversity.

We conducted another experiment to remark the
entropy distribution per music genre. In this case,
we manually labeled the 268 artists where the re-
sults of these distributions are shown in Figure 2
represents the distribution of the artists’ entropy
values by genre. Here the differences between
genres can be appreciated in the shape of the dis-
tributions.

The variance between distributions also tells us
some differences between genres. Comparing the
Rock and Electronic genres. In the first one, we
can find lyrics with a very low or very high diver-
sity of POS n-grams, given the variance of the dis-

tribution. Furthermore, the language in electronic
music tends to be simple because this genre tends
to focus more on music than on lyrics, this effect
can be resumed in the variance of its entropy dis-
tribution, which is lower than in the first case.

The entropy in music genres can be different
even if they have similar variance in their distri-
butions, such as the case of Country and Hip Hop.
In this case, Hip Hop lyrics tend to have higher
values of entropy than Country lyrics since they
use more POS n-grams to make rhymes.

5 Conclusions

In this work, we have analyzed how artists make
use of grammatical structures trying to identify the
writing style in their lyrics (syntactical approach)
rather than the meaning of words in them (se-
mantic approach). By abstracting the syntactical
structures that are used in the lyrics with an en-
tropy value, we have found that the writing style in
lyrics tends to approximate a normal distribution
which can be the result of the common syntactic
structures used in the English language. Neverthe-
less, remarkable observations were found in cer-
tain artists’ writing style and also when analyzing
entropy by music genre. We intend that the results
obtained in this analysis can be used to develop
a new representation that refers to lexical, seman-
tic, and syntactic elements in the abstraction of the
text.
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Abstract
We present a system for generating novel
lyrics lines conditioned on music audio. A bi-
modal neural network model learns to gener-
ate lines conditioned on any given short au-
dio clip. The model consists of a spectro-
gram variational autoencoder (VAE) and a text
VAE. Both automatic and human evaluations
demonstrate effectiveness of our model in gen-
erating lines that have an emotional impact
matching a given audio clip. The system is
intended to serve as a creativity tool for song-
writers.

1 Introduction

Creative text synthesized by neural text genera-
tive models can serve as inspiration for artists
and songwriters when they work on song lyrics.
Novel and unusual expressions and combinations
of words in generated lines can spark an idea and
inspire the songwriter to create original composi-
tions. In contrast to systems that generate lyrics
for an entire song, our system generates sugges-
tions in the form of individual lyrics lines, and is
intended to serve as a creativity tool for artists,
rather than as a standalone songwriting AI system.

In a song, musical composition, instrumentation
and lyrics act together to express the unique style
of an artist, and create the intended emotional im-
pact on the listener. Therefore, it is important that
a lyrics generative model takes into account the
music audio in addition to the textual content.

In this paper we describe a bimodal neural net-
work model that uses music audio and text modal-
ities for lyrics generation. The model (Figure 1)
generates lines that are conditioned on a given mu-
sic audio clip. The intended use is for an artist
to play live or provide a pre-recorded audio clip
to the system, which generates lines that match
the musical style and have an emotional impact
matching the given music piece.

The model uses the VAE architecture to learn
latent representations of audio clips spectro-
grams. The learned latent representations from the
spectrogram-VAE are then used to condition the
decoder of the text-VAE that generates lyrics lines
for a given music piece. Variational autoencoder
lends itself very well for creative text generation
applications, such as lyrics generation. It learns
a latent variable model of the training dataset,
and once trained any number of novel and origi-
nal lines can be generated by sampling from the
learned latent space.

Three main groups of approaches towards styl-
ized text generation in natural language process-
ing (NLP) include: (1) embedding-based tech-
niques that capture the style information by real-
valued vectors, and can be used to condition a lan-
guage model (Tikhonov and Yamshchikov, 2018)
or concatenated with the input to a decoder (Li
et al., 2016); (2) approaches that structure latent
space to encode both style and content, and in-
clude Gaussian Mixture Model Variational Au-
toencoders (GMM-VAE) (Shi et al., 2020; Wang
et al., 2019), Conditional Variational Autoen-
coders (CVAE) (Yang et al., 2018), and Adversar-
ially Regularized Autoencoders (ARAE) (Li et al.,
2020); (3) approaches with multiple style-specific
decoders (Chen et al., 2019).

All of the above papers infer style from only
one modality, text. Our work belongs to the first
category of approaches: embedding based tech-
niques, and is different from all of the above works
in learning the style information from audio and
text. Furthermore, previous embedding-based ap-
proaches use embeddings from a discrete vector
space. This is the first work that uses a continuous
latent variable learned by a spectrogram-VAE as a
conditioning signal for the text-VAE.

A number of approaches have been proposed
towards poetry generation, some focusing on
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rhyme and poetic meter (Zhang and Lapata, 2014),
while others on stylistic attributes (Tikhonov and
Yamshchikov, 2018). Cheng et al. (2018) pro-
posed image-inspired poetry generation. Yang et
al. (2018) generated poetry conditioned on spe-
cific keywords. Yu et al. (2019) used audio data
for lyrics retrieval. Watanabe et al. (2018) devel-
oped a language model for lyrics generation using
MIDI data. Vechtomova et al. (2018) generated
author-stylized lyrics using audio-derived embed-
dings. To our knowledge this is the first work
that uses audio-derived data to generate lyrics for
a given music clip.

The main contributions of this work are: (1) A
probabilistic neural network model for generating
lyrics lines matching the musical style of a given
audio clip; (2) We demonstrate that continuous la-
tent variables learned by a spectrogram-VAE can
be effectively used to condition text generation;
(3) Automatic and human evaluations show that
the model can be effectively used to generate lyrics
lines that are consistent with the emotional effect
of a given music audio clip.

2 Background: unconditioned text
generation with VAE

The variational autoencoder (Kingma and
Welling, 2014) is a stochastic neural genera-
tive model that consists of an encoder-decoder
architecture. The encoder transforms the input
sequence of words x into the approximate pos-
terior distribution qφ(z|x) learned by optimizing
parameters φ of the encoder. The decoder recon-
structs x from the latent variable z, sampled from
qφ(z|x). Both encoder and the decoder in our
work are recurrent neural networks, specifically,
Long Short Term Memory networks (LSTM).
The reconstruction loss is the expected negative
log-likelihood of data:

Jrec(φ, θ, x) = −
n∑

t=1

log p(xt|z, x1 · · ·xt−1)

(1)
where φ and θ are parameters of the encoder and

decoder, respectively. The overall VAE loss is

J = Jrec(φ, θ,x) + KL(qφ(z|x)‖p(z)) (2)

where the first term is the reconstruction loss
and the second term is the KL-divergence between
z’s posterior and a prior distribution, which is typ-
ically set to standard normal N (0, I).

3 Approach

The audio clip conditioned generation model (Fig-
ure 2) consists of a spectrogram-VAE to learn a
meaningful representation of the input spectro-
gram, and a text-VAE with an audio-conditioned
decoder to generate lyrics.

In order to train the spectrogram-VAE, we first
split the waveform audio of songs into small clips,
and transform them into MEL spectrograms. For
this mode of generation, we generate data with two
levels of audio-lyrics alignment: high-precision
and low-precision, which are described in more
detail in Section 4. The spectrogram-VAE follows
a encoder-decoder architecture. The encoder con-
sists of four convolutional layers followed by a
fully connected layer, and the decoder architech-
ture is mirrored by using a fully-connected layer
followed by four deconvolutional layers. This
model was trained for 100 epochs.

We then feed all the spectrograms in the dataset
to obtain their respective spectrogram embed-
dings. More precisely, we first obtain the µ and
σ for every data point, and then sample a latent
vector from the learned posterior distribution us-
ing a random normal noise ε ∈ N (0, I).

The audio clip conditioned VAE, which has the
same architecture as described in Section 2, is then
trained to generate lyrics befitting the provided
piece of music by concatenating the spectrogram
embedding with the input to every step of the de-
coder. The reconstruction loss is calculated as:

Jrec(φ, θ, zk
(s), x(t)) = −

n∑

i=1

log p(xi
(t)|z(t)k ,

zk
(s), x1

(t) · · ·xi−1
(t))

(3)
where zk(s), spectrogram embedding of the k-

th data point. At inference time, a latent vector
zk

(t) sampled from the text-VAE’s prior is con-
catenated with the corresponding spectrogram em-
bedding zk(s), and fed to the LSTM cell at every
step of the text-VAE’s decoder.

4 Evaluation

We collected a dataset of lyrics by seven Rock
artists: David Bowie, Depeche Mode, Nine Inch
Nails, Neil Young, Pearl Jam, Rush, and Doors.
Each of them has a distinct musical and lyrical
style, and a large catalogue of songs, spanning
many years. We intentionally selected artists from
the sub-genres of Rock as this models a real-world
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Figure 1: Music audio clip conditioned lyrics generation.

scenario, when a given songwriter might use the
model to get influences from the genre congruent
with their own work.

Since we do not have access to aligned data for
these artists, we manually created a high-precision
aligned dataset for two artists (Depeche Mode and
Nine Inch Nails, 239 songs), and did an automatic
coarse-grained alignment for the other five (518
songs). To create a manually aligned dataset, we
annotated the original waveform files in Sonic Vi-
sualizer (Cannam et al., 2006) by marking the time
corresponding to the start of each lyrics line in
the song. The automatic alignment process con-
sisted of splitting each song into 10-second seg-
ments and splitting lyrics lines into the same num-
ber of chunks, assigning each to the correspond-
ing 10-second clip. In total, the training dataset
consists of 18,210 lyrics lines and 14,670 spectro-
grams.

The goal of the developed model is to gener-
ate lyrics lines for an instrumental music piece.
Our test set, therefore, only contains instrumen-
tal songs: 36 songs from an instrumental album
”Ghosts I-IV” by Nine Inch Nails1 and eight in-
strumental songs from three other albums by two
artists (Depeche Mode and Nine Inch Nails). Each
song was split into 10-second clips, which were
then converted into spectrograms (807 in total).

First we evaluate the quality of the latent space
learned by the spectrogram-VAE. For every spec-
trogram in the test set, we computed pairwise co-
sine similarity between its embedding z(s) and the
embedding of every spectrogram in the training
and test set. We then calculated the proportion of
clips in the top 50 and 100 that (a) are part of the

1Ghosts I-IV. Nine Inch Nails. Produced by: Atticus
Ross, Alan Moulder, Trent Reznor. The Null Corporation.
2008. Released under Creative Commons (BY-NC-SA) li-
cense.

same song, (b) are part of the same album, and (c)
belong to the same artist. The results (Table 1) in-
dicate that large proportions of clips most similar
to a given clip are by the same artist and from the
same album. This demonstrates that spectrogram-
VAE learns representations of an artist’s unique
musical style.

Top-n same song same album same artist
n=50 0.1707 0.4998 0.7293

n=100 0.0988 0.4462 0.7067

Table 1: Clustering effect in the spectrogram-VAE la-
tent space.

We divided songs in the test set into two cate-
gories: “intense” and “calm”. The peak dB differ-
ences between tracks in these two categories are
statistically significant (t-test, p<0.05). A spec-
trogram for each 10-second clip was used to gen-
erate 100 lines according to the method described
in Section 3. The songs in these two categories
evoke different emotions and we expect that the
lexicon in these two categories of generated lines
will be different, but more similar among songs
within the same category.

Automatic evaluation of generated lines condi-
tioned on an instrumental audio clip is difficult,
since there is no reference ground-truth line that
we can compare the generated line to. For this
reason, we cannot use n-gram overlap based mea-
sures, such as BLEU. Secondly, style-adherence
metrics, such as classification accuracy w.r.t. a
certain class, e.g. style, in the dataset are inappli-
cable, since there is no categorical class variable
here.

We calculated KL divergence values for words
in each song. KL divergence measures the relative
entropy between two probability distributions. It
was defined in information theory (Losee, 1990)
and was formulated as a word ranking measure
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in (Carpineto et al., 2001). Given word w in
the generated corpus Gk conditioned on clip k
and generated corpus N conditioned on all other
clips in the test set, KL divergence is calculated as
word-KL(w) = pGk(w) · log(pGk(w)/pN (w)).

We then calculated rank-biased overlap scores
(RBO) to measure pairwise similarity of word-KL
ranked lists corresponding to each pair of songs.
RBO (Webber et al., 2010) is a metric developed in
Information Retrieval for evaluating ranked search
results overlap, and handles non-conjoint ranked
lists. The RBO score falls in the range [0,1] where
0 indicates a disjoint list and 1 - identical.

Figure 2 shows that “calm” songs have higher
RBO values with other songs in the same cate-
gory, indicating similar generated word distribu-
tions, and low RBO values w.r.t. “intense” songs.
RBO values for lines generated conditioned on
“intense” songs are not as high, suggesting that
they have less word overlap. This is likely be-
cause there are more songs in this category in the
training set with widely different lyrics, therefore
the model may be picking up more subtle musical
differences, which make it correspondingly gener-
ate lyrics that have lyrical influences from differ-
ent songs.

Figure 2: Rank-biased overlap (RBO) between the KL-
divergence ranked lists of generated words for songs in
“Ghosts I-IV” album. Pink-highlighted songs are calm,
and blue - intense. The darker grey cells indicate higher
overlap. The row/column headings correspond to the
numbers in the song titles (e.g. 2 is for “2 Ghosts I”) .

The difference between word distributions is
also evident at the audio clip level. Figure 3 shows
RBO values for each 10-second clip in the song
“12 Ghosts II”2. The x-axis is the timeline. We
first calculated word-KL for every clip w.r.t. all
other clips in the test set. Then pairwise RBO was
computed between the given clip’s ranked word
list and the ranked word lists for “intense”, and

2Demos of generated lines are available at:
https://sites.google.com/view/
nlp4musa-submission/home

“calm” generated corpora, respectively. The origi-
nal song’s waveform is given for reference, show-
ing correlation with the change in the lexicon be-
ing generated for calm and intense sections of the
track.

Figure 3: Rank-biased overlap (RBO) values for 10-
second clips of “12 Ghosts II” song and examples of
lines generated for each clip.

We have also conducted a human evaluation.
Six participants (3 female and 3 male), none of
whom are members of the research team, were
asked to listen to ten instrumental music clips from
the test set. For each clip they were given two
lists of 100 generated lines. One list was gener-
ated conditioned on the given clip in either “calm”
or “intense” category, the other list was generated
based on a clip from the opposite category. The
participants were asked to select the list that they
thought was generated based on the given clip.
The average accuracy was 78.3% (sd=9.8), which
shows that participants were able to detect emo-
tional and semantic congruence between lines and
a piece of instrumental music.

5 Conclusions

We developed a bimodal neural network model,
which generates lyrics lines conditioned on an in-
strumental audio clip. The evaluation shows that
the model generates different lines for audio clips
from “calm” songs compared to “intense” songs.
Also, songs in the “calm” category are lexically
more similar to each other than to the songs in
the “intense” category. A human evaluation shows
that the model learned meaningful associations be-
tween the semantics of lyrics and the musical char-
acteristics of audio clips captured in spectrograms.
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Abstract

Musical genres are inherently ambiguous and
difficult to define. Even more so is the task
of establishing how genres relate to one an-
other. Yet, genre is perhaps the most common
and effective way of describing musical expe-
rience. The number of possible genre clas-
sifications (e.g. Spotify has over 4000 genre
tags, LastFM over 500,000 tags) has made the
idea of manually creating music taxonomies
obsolete. We propose to use hyperbolic em-
beddings to learn a general music genre tax-
onomy by inferring continuous hierarchies di-
rectly from the co-occurrence of music genres
from a large dataset. We evaluate our learned
taxonomy against human expert taxonomies
and folksonomies. Our results show that hy-
perbolic embeddings significantly outperform
their Euclidean counterparts (Word2Vec), and
also capture hierarchical structure better than
various centrality measures in graphs.

1 Introduction
Music genre is the most popular way to describe
music - whether in the context of describing one’s
listening preferences, or when organising music li-
braries for efficient user access, exploration and
discovery of new music. As is often the case
with human categories, genres are richly textured
and can be difficult to define explicitly. The rules
defining them are ambiguous, complex and de-
pendent on historical, genealogical or geographi-
cal factors (Aucouturier and Pachet, 2003). Rep-
resenting the genre space is therefore particu-
larly challenging. Genre taxonomies are important
structures that allow us to represent the relation-
ship between different forms of music. Knowing
that be bop is a sub-genre of jazz that originated
from swing, and later led to the development of
hard bop can help better understand and explore
the relationships between artists and their music.

∗The two authors contributed equally.

For long, musicologists held the responsibil-
ity of labelling and organising genres. With
the digitalisation of music and the rise of inter-
net music consumption, online communities have
shown impressive crowd-sourcing efforts in la-
belling and organising music by sharing structured
music knowledge (e.g. DBpedia, LastFM). Be-
yond the practical use of a structured organisa-
tion of music, musical genres also carry an intu-
itive psychological reality - studies have shown it
can take only a quarter of a second for a person to
identify the genre of a particular track (Gjerdingen
and Perrott, 2008). However, reaching an agree-
ment on what should be considered a genre and
how genres are organised amongst each other re-
mains a difficult task. With the ever growing num-
ber of music genre labels (e.g. Spotify has over
4000 genre tags, LastFM over 500,000 tags), the
effort of manually defining a complete music tax-
onomy is daunting, and makes capturing the full
spectrum of rich interactions between genres be-
yond reach (Sordo et al., 2008; Pachet et al., 2000).

Historically, the most common approach to rep-
resent a music genre space has been by defining
trees that capture the hierarchical structure present
in genre data sets (see Figure 1).

Figure 1: Tree for a subset of the subgenres of jazz.

For example, Schreiber (2015) exploited the
asymmetry between main genres and sub genres to
construct hierarchies, e.g. alternative is repeatedly
associated with rock, whereas rock is associated
with a large number of other genres. This asym-
metry puts forward rock as a more general genre.
Epure et al. (2019) made direct use of the DBpe-
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dia music genre ontology to create a translation of
music labels across taxonomies.

Embeddings are an alternative approach to cap-
ture semantic relatedness by constructing a contin-
uous similarity space. Both approaches face short-
comings: tree-taxonomies fail to address the com-
plexity of the genre space as genres are restricted
to one category and measures of similarity be-
tween genres of different families are lost. While
Euclidean embeddings allow for continuous simi-
larity judgements between music genres, they are
unable to capture latent hierarchical information.
The goal of this paper is to construct a music genre
taxonomy using embeddings in hyperbolic space,
which offer a way of representing concepts in a
continuous space while preserving hierarchy. We
infer this general music genre taxonomy directly
from the co-occurrence patterns of music genres
across a wide and representative sample of artists.

In the first part of this paper, we introduce hy-
perbolic embeddings as a powerful method for in-
ferring continuous concept hierarchies. We de-
tail how we created the dataset of genre co-
occurrence, our evaluation methods and results.

2 Embedding methods and hyperbolic
space

Continuous word representations (Sordo et al.,
2008; Levy and Sandler, 2007) are a widely used
method to organise words/concepts, and carry
many benefits for natural language processing
tasks. Typically, the objective of embedding meth-
ods is to organize symbolic objects so their sim-
ilarity in the embedding space reflects their se-
mantic or functional similarity. Word embed-
dings such as Word2Vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014) and Fasttext (Bo-
janowski et al., 2017) are widely used for tasks
ranging from machine translation to sentiment
analysis (Nickel and Kiela, 2017).

Hierarchical structures are a core feature of
knowledge representations in many domains.
They are used in biology to categorise and rep-
resent the relationship between animals of differ-
ent species, in sociology to understand the organ-
isational structures of groups and communities,
in linguistics to describe the origin of languages
etc. (Nickel and Kiela, 2018). While explicit hi-
erarchical relations are mostly absent from large
datasets, recent developments have focused on in-
ferring this latent hierarchy directly from the data.
Nickel and Kiela (2017) introduced the idea of

Poincaré embeddings to learn continuous repre-
sentations of hierarchies. Their model exploits the
geometrical properties of hyperbolic space to cap-
ture two aspects of the relationships between em-
bedded items: relatedness and generality; an entity
is a parent of another entity if they are related and
if the parent is more general than the child. These
two aspects can be separated to infer concept hi-
erarchies through hyperbolic embeddings. Relat-
edness is captured by the distance in the hyper-
bolic space, while generality is measured through
the norm (smaller norm means higher generality).
Due to these properties, hyperbolic spaces are par-
ticularly suited for embedding discrete trees and
graphs with tree-like structure. While the idea
of using hyperbolic space to represent hierarchi-
cally structured data is not new (see e.g. Lamping
et al., 1995; Sarkar, 2011; Kleinberg, 2007), only
recently have hyperbolic embeddings attracted the
attention of the machine learning community (e.g.
Nickel and Kiela, 2017; De Sa et al., 2018; Cham-
berlain et al., 2017; Liu et al., 2019).

Hyperbolic embeddings have been recently ap-
plied to related Music Information Retrieval tasks
with success. Schmeier et al. (2019) looked at hy-
perbolic embeddings for music recommender sys-
tems and showed that this led to a significant in-
crease in performance when compared to its Eu-
clidean counterpart. Gunel et al. showed that hy-
perbolic embeddings could capture the artist and
album relationships between tracks. To our knowl-
edge, this paper presents the first attempt at apply-
ing hyperbolic embeddings to learn a general mu-
sic genre taxonomy.

Hyperbolic geometry is a non-Euclidean ge-
ometry that emerges from relaxing Euclid’s par-
allel postulate: for a point not on a line there
can pass infinitely many lines parallel to that line.
This results in a space that is in some sense
larger than the Euclidean counterpart, allowing for
low-dimensional embeddings with lower distor-
tion (Sarkar, 2011). A small distortion means that
most of the information in the original data is pre-
served in the embedding. Tree graphs are particu-
larly suited to be represented in hyperbolic space.
Sarkar (2011) shows that hyperbolic embeddings
of weighted trees can preserve not only the topol-
ogy of the trees but the tree metric induced by the
length of the edges.

There exist multiple, equivalent models of hy-
perbolic space, such as the Poincaré model and the
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Lorentz model. Both have specific strengths: the
Poincaré model provides a very intuitive method
for visualizing and interpreting hyperbolic em-
beddings, while he Lorentz model is well-suited
for Riemannian optimization, which is particularly
useful when considering large datasets. Nickel
and Kiela (2018) propose a method that exploits
the individual strengths of both these models by
building embeddings using the Lorentz model and
mapping them into the Poincaré ball. The embed-
dings are based on large scale, unstructured sim-
ilarity scores. We use this approach to create hy-
perbolic embeddings of genres based on their co-
occurrence scores, our proposed measure of simi-
larity. In the next section, we explain how we con-
structed our dataset and the evaluation methods.

3 Creating the dataset
To construct the similarity matrix, we use genre
playlists from Every Noise At Once (ENAO)1 -
a Spotify project that attempts to capture the mu-
sical genre space. Our dataset consisted of 1368
ENAO playlists, each corresponding to a unique
genre, which all tracks in a playlist have in com-
mon. Across these playlists, 4309 different gen-
res were represented (see Johnston, 2018, for an
idea of how these genres are decided). The ENAO
playlists are generated algorithmically and take
into account audio features of tracks, user listening
patterns and artist relatedness (McDonald, 2013).
Spotify attaches genre labels at the artist level,
on average 4.9 different genres per artist (SD =
3.7). We analyse the artist genre labels within
each playlist. The median length of a playlist is
164 tracks (SD = 181.0) with at least two different
genre tags, and an average of 65.4 different genres
(SD = 54.2). We compute the similarity matrix by
looking at genre co-occurrences across the artists
from the tracks in the ENAO genre playlists, fol-
lowing the assumption that these are a fairly accu-
rate representation of the musical genre space. In
this context, the list of genres associated to artists
can be seen as ‘sentences’ in a more typical word
embedding sense. Rather than computing embed-
dings on the full similarity matrix (∼ 4000x4000),
we restrain our analysis to the genres matching the
ones present in our evaluation datasets.

4 Evaluating Genre Taxonomies
To evaluate our embedding, we compare it to tax-
onomies defined explicitly by music experts and

1http://everynoise.com/

taxonomies inferred from user annotations (also
referred to as folksonomies). Four of the five
datasets used in the experiments were based on the
datasets used in the 2018 AcousticBrainz Genre
Task, part of the MediaEval benchmarking ini-
tiative (Bogdanov et al., 2017). The dataset in
its original form was aimed at testing the auto-
matic genre annotation from content-based fea-
tures of musical items. These include the All Mu-
sic dataset, Discogs, LastFM and Tagtraum. The
fifth dataset we used was the FMA dataset (Deffer-
rard et al., 2017). Each dataset consists of a set of
trees representing different music genres (Figure 1
shows an example from the LastFM dataset).

Dataset Trees Genres Depth Annotation

FMA 11 68 2 Expert
Allmusic 16 322 2 Expert
Discogs 9 204 1 Expert
LastFM 15 211 1 User
Tagtraum 17 167 1 User

Table 1: Description of the evaluation datasets

We normalise the genre labels across datasets
following the rules proposed by Schreiber (2015)
and Geleijnse et al. (2007), which included cap-
italization, spelling standardization, tokenization,
and concatenation of the strings. After normalis-
ing the genre labels, we find the closest match for
each genre from the test set to the genres in the Ev-
erynoise playlists. The string matching is based on
the Levenshtein distance, which counts the num-
ber of edits needed to transform one string to an-
other2. We keep genre labels that are above a 0.90
similarity threshold, leaving us with 503 unique
genres. Of those, 94% were exact matches.

We use Word2Vec, a popular word embedding
method, as baseline (Mikolov et al., 2013). It cre-
ates vector representations based on word contexts
using shallow neural networks. In our implemen-
tation, we consider the genres associated with each
track as a sentence, giving us a context for a genre.

5 Results
Using our proposed co-occurrence counts as a
pairwise similarity measure between genres, we
compute hyperbolic embeddings based on the
Lorentz model, following the method proposed
by Nickel and Kiela (2018). An example of a 2D
embedding mapped to the Poincaré disc is shown
in Figure 3. We highlight the genres present in
the LastFM trees dataset. Even in 2d, we find the

2We use the FuzzyWuzzy Python package (Cohen, 2011)
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Figure 2: Comparison with Word2vec embeddings and graph centrality measures.

Figure 3: Embedding of the 2d hyperbolic coordinates
for genres in the LastFM dataset. All nodes in one tree
have the same color. We highlight the the parent genre.

embedding captures the similarity between gen-
res well and highlights meaningful clusters. Par-
ent nodes are typically closer to the center of the
disc than their children, suggesting that the em-
bedding successfully represents hierarchical re-
lations. Moreover, we observe natural transi-
tions between clusters of genres, such as jazz →
soul → blues → folk → country ; these types of
transitions cannot easily be captured with disjoint
tree representations. Next, we show that hyper-
bolic embeddings outperform Word2Vec embed-
dings significantly when evaluated against human
expert taxonomies and folksonomies.

To measure the quality of the embedding, for
each observed edge (u, v) we compute the corre-
sponding distance d(u, v) in the embedding and
rank it among the distances of all unobserved
edges for u, i.e., among {d (u, v′) : (u, v′) /∈ D} .
We then report the mean rank (MR) and mean av-
erage precision (MAP) of this ranking. We com-
pare 2D, 5D and 10D hyperbolic embeddings3 to
Word2vec (100D)4. Hyperbolic embeddings per-
form better on both metrics regardless of dimen-
sion, with the 10d embeddings giving up to 8 fold

3We rely on the following implementation: github.
com/theSage21/lorentz-embeddings

4We use the gensim (Řehůřek and Sojka, 2010) package

precision improvement and 2 fold rank improve-
ment when compared to Word2Vec (Figure 2a,b).

To evaluate how hierarchy is captured by the hy-
perbolic embedding, we compare the embedding
norms with commonly used centrality measures
on graph: degree, closenesss centrality, eigenvalue
centrality and betweeness centrality. Specifically,
we evaluate how they correlate to the ranks in the
evaluation trees. Across all datasets, we find that
the norm of the hyperbolic embeddings is on par
with betweeness centrality and consistently out-
performs the other centrality measures (Figure 2c).
The trees across evaluation datasets are shallow
(mostly depth 1, and exceptionally 2) while the
embedding gives more granularity of the hierar-
chy. The shallowness may explain the generally
low correlation scores across measures. As further
evaluation, we compute the ratio of parent-child
relations in trees that were preserved in the em-
bedding (i.e. the parent norm is lower than the
child norm). We find that for 2D, 5D, and 10D
embeddings, at least 80% of the parent-child were
correctly preserved.

6 Conclusion
In this paper, we inferred a general musical
genre taxonomy from a large dataset of playlists.
We used Lorentz embeddings to learn continu-
ous hierarchies directly from the co-occurrence
patterns of genres across tracks. We evaluated
our learned taxonomy against human expert tax-
onomies and folksonomies and found that hyper-
bolic embeddings significantly outperform their
Euclidean counterparts, while also capturing hi-
erarchy better than a number of centrality mea-
sures in graphs. Beyond their direct usefulness for
computational studies of music, and domains such
as music recommendation or genre classification,
these results present hyperbolic embeddings as a
powerful tool to study other human classification
systems, and perhaps for the study of their corre-
sponding psychological representations.
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Abstract

In this paper, two-part music counterpoint
is modelled as a neural machine translation
(NMT) task, and the relevance of automatic
metrics to human-targeted evaluation is inves-
tigated. To this end, we propose a novel met-
ric and conduct a user study comparing it to
the automatic scores of a base model known to
perform well on language tasks along with dif-
ferent models obtained with hyper-parameter
tuning. Insights of this investigation are then
speculatively extended to the evaluation of
generative music systems in general, which
still lacks a standardised procedure and con-
sensus.

1 Introduction

The modelling and generation of contrapuntal
music has been tackled using a plethora of ap-
proaches, ranging from rule and constraint-based
(Ebcioğlu, 1988; Tsang and Aitken, 1991) to
grammars (Gilbert and Conklin, 2007; Quick and
Hudak, 2013), statistical methods such as Hidden
Markov Models (Farbood and Schöner, 2001; Al-
lan and Williams, 2004), combinations of the lat-
ter with pattern-matching models (Cope, 1992) or
templates (Padilla and Conklin, 2018), and neu-
ral networks. Among the latter, generative adver-
sarial networks (GAN) (Dong et al., 2018), varia-
tional autoencoders (VAE) (Roberts et al., 2017),
and convolutional neural networks (CNN) (Huang
et al., 2017) have proven successful. Recurrent
neural networks (RNN), particularly long short-
term memory (LSTM) architectures (Sturm, 2018;
Simon and Oore, 2017), and more recent attention-
based models are also increasingly applied for the
generation of music (Payne, 2019; Huang et al.,
2018; Hawthorne et al., 2018); however, language-
based models have not been employed as much for
modelling contrapuntal music.

In a recent study (Nichols et al., 2021), two-
part counterpoint generation was treated as a NMT

task, by considering one part as the source lan-
guage, and the other as the target language (see
Figure 1). We extend the NMT analogy from the
formulation of the task to the evaluation of the
system’s musical output, and consider standard
metrics used in translation. A novel variation of
a human-based metric is proposed and compared
to automatic metrics via a user study, and inter-
annotator agreement is also assessed. This pa-
per’s contribution can be summarised as 1) a novel
application of computational linguistics methods
for the evaluation of counterpoint generated using
NMT and 2) reusable insights in the broader do-
main of generative music systems.

2 Data

We used the Multitrack Contrapuntal Music
Archive1 (MCMA) as the training corpus, com-
prising only track-separated contrapuntal pieces,
each ranging from two to six tracks. The dataset
of source-target musical sentences for training our
model(s) was obtained by making all

(
ki
2

)
com-

binations of pairs of tracks, where i indexes the
works. This yielded 1, 418 track pairs, which
were then segmented into 17, 734 non-overlapping
four-bar chunks. No data augmentation was per-
formed. Instead, all pieces were normalised to
a key with zero flats/sharps (notably, C/Amin).
Events in each score segment were encoded sim-
ilarly to (Nichols et al., 2021) although we did
not require strictly monophonic voices2, and we
relied on the model’s inbuilt positional encoding
(see Section 3), thus omitting a beat position to-
ken.

3 Model & Tuning

In this work we have used the Transformer
model (Vaswani et al., 2017) which allows each

1https://mcma.readthedocs.io/en/
latest/contents.html

2splits were encoded as Chord objects.
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Figure 1: First four bars of the top two voices in J.S. Bach’s Fugue in C minor, BWV 871, from The Well-Tempered
Clavier, viewed as a NMT compositional task.

position in a sequence to attend (Bahdanau et al.,
2015) to any other position. An Encoder or De-
coder layer has Self-Attention, to attend to any po-
sition on the layer input, and the Decoder layer has
an additional Encoder-Decoder Attention in which
each decoding step can attend to all the Encoder
final layer outputs. For the finer details we refer
the reader to the original paper, aforementioned.
There, the authors had success in translation with
d = 512, l = 6, nh = 8, which we refer to as
the Base model (where d is the dimension of each
layer and embedding, l the number of layers, and
nh is the number of attention heads).

Figure 2: Example of an attention map to the encoder
outputs while decoding a short validation phrase. The
output is read from top to bottom. (Layer 3, head1)

However, in music generation there are several
differences from the language setting, such as hav-
ing a shared vocabulary between input and output;
a reduced vocabulary of 190 tokens compared to
the ten thousands to millions of words in language;
and considerable differences in the expectation of
grammar. In language translation, attention scores
to the input positions during decoding normally re-
veal a strong attention along the diagonal. In our
music implementation, this is less apparent; how-
ever in Figure 2 we see the model attend to po-
sitions of rest in the source melody when consid-
ering note durations, and to the first few source

pitches when beginning generation of a melody.
These differences motivated the re-tuning of

some of the main parameters of the Transformer,
namely l = [2, 4, 6, 8], d = [256, 512, 1024]), and
nh = [4, 8, 16]. In addition, since it was not clear
what criteria should be used to halt the training,
each model was trained for a set number of epochs
(ne = [6, 8, 10, 12, 20]). These epoch ranges
were determined by observing the over-fitting be-
haviour of the base model (up to 60 epochs). This
formed 180 parameter sets, which were trained
simultaneously on 180 NVIDIA V100 GPUs on
RAIDEN at RIKEN within 24 hours. The question
still remained on how these trained models should
be evaluated, and how a best model could be se-
lected.

4 Evaluation

In an effort to balance the need for formative as-
sessments aimed at establishing reliable objective
measures (Yang and Lerch, 2018) with the neces-
sity to put generative music output back to the do-
main experts realm (Sturm and Ben-Tal, 2017), we
investigated both automatic and human-targeted
metrics.

4.1 Automatic metrics

Of the common automatic metrics for transla-
tion tasks, we used Loss, Token Accuracy, Bilin-
gual Evaluation Understudy (BLEU) (Papineni
et al., 2002), Recall-Oriented Understudy for Gist-
ing Evaluation (ROUGE) (Lin, 2004), Perplexity
(Brown et al., 1992), and Word Error Rate (WER)
(Klakow and Peters, 2002).

Table 1 shows a few selected candidates
favoured by 1 or 2 automatic metrics during
tuning. Interestingly, with the exception of
BestPPL, smaller models were favoured (d =
256). The generation quality seemed to be compa-
rable across the selected models, given the amount
of data we trained on. So these metrics perform at
a similar level when applied to music.
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Model d l nh ne Loss Acc WER BLEU ROUGE PPL

Base 512 6 8 10 1.057 0.681 48.16 51.31 74.77 2.904

AccBLEU 256 4 4 20 1.040 0.689 43.53 53.95 76.06 2.862
LossROUGE 256 6 16 8(10) 1.028 (1.022) 0.681 63.54 47.43 76.68 2.812
BestWER 256 2 8 12 1.033 0.682 38.27 53.74 74.53 2.833
BestPPL 512 8 8 8 1.022 0.685 57.03 50.99 75.45 2.798

Table 1: Candidate models selected by 1 or 2 metrics on the validation set. Acc refers to Token Accuracy, and
ROUGE refers to the ROUGE-1 F1 score. The numbers in brackets come from the Loss variant.

Model NC NLTM
KLD OA KLD OA

Base 0.0026 0.9380 0.0266 0.9696
AccBLEU 0.0008 0.9549 0.0107 0.9540
LossROUGE 0.0011 0.9458 0.0166 0.9498
BestWER 0.0011 0.9499 0.0162 0.9517
BestPPL 0.0017 0.9430 0.0104 0.9576

Table 2: Kullback–Leibler Divergence (KLD) and
Overlapping Area (OA) between the models’ dataset
intra-set PDF and the inter-set PDF. Shown for to-
tal notes used (NC) and note length transition matrix
(NLTM).

As a baseline, we used Yang and Lerch’s
(2018) evaluation method. Their exhaustive cross-
validation based on intra and inter-test mea-
surements, and on Kullback–Leibler Divergence
(KLD) and Overlap Area (OA) (see Table 2) also
failed to single out a best model.

To get a better understanding of how automatic
metrics correlate to music generation quality, we
considered human evaluation.

4.2 Human-targeted metrics
Rather than relying on Turing-type tests, which
have been sufficiently criticised in (Ariza, 2009),
we consider instead the human-targeted transla-
tion edit rate (HTER) (Snover et al., 2006) and
propose a variant that can be used in the music
domain. In HTER, typically, human annotators
generate a new targeted reference by editing the
machine generated target (hypothesis) until it has
the same meaning as an original reference transla-
tion. Subsequently the translation edit rate (TER)
is calculated between the new targeted reference
and the machine hypothesis.

4.2.1 Music and Semantics
A problem with using HTER ‘as is’, resides in the
contentious issue of whether music, as opposed
to language, is semantic or not. There seems to

be a general consensus toward the latter, despite
studies (Koelsch et al., 2004) showing the ability
of music excerpts to prime words. Psychoacous-
tic and socio-cultural specific properties of music
might be able to induce emotion or infer mean-
ing (Meyer, 1956), and there is growing interest
in musical semantics (Schlenker, 2017) which, in
turn, draw from Gestalt theory-based approaches
to music (Lerdahl and Jackendoff, 1982). How-
ever, it remains unclear how would annotators edit
the hypothesis melody so as to have the same
“meaning” of the reference target melody. Be-
cause of this issue on semantics we consider a sim-
ple variation on HTER.

4.2.2 HER
We propose a new metric inspired by the HTER,
whereby annotators, all domain experts, are not
provided with the (original) reference. Instead,
they are asked to edit the generated hypothe-
sis directly until it is, in their domain exper-
tise, sufficiently acceptable as a musical comple-
ment/response to the source melody (see Figure 3
for an example). Then, a suitable distance metric
(we used the WER) between the obtained targeted
reference and the generated hypothesis is calcu-
lated. We call this metric, simply, human-targeted
edit rate (HER).

5 Experiment

We generated musical mini-scores from the test
set for the base model and for the models with
the highest validation score on the automatic met-
rics described in Section 4.1 (AccBLEU, Loss-
ROUGE, BestPPL, and BestWER models). The
test set models’ targets produced 3, 289 mini-
scores (each between 2 and 6 bars in length,
approximately) for each model. Of these, ap-
proximately half (the percentage varied depend-
ing on the specific model) were filtered out for
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Figure 3: Example of a targeted reference obtained from editing the hypothesis.

Figure 4: Distributions of the HER scores by annota-
tor displayed as KDE for clarity purposes, as these are
easier to visually process than overlapping histograms.

not having an end-of-sequence token, for being
badly formatted (not alternating correctly between
chord/note/rest and duration tokens) or for hav-
ing less than three notes in any given part. Sub-
sequently, 1, 067 matching mini-scores (across all
models) were identified, and 100 of these (20 per
model) were randomly selected to be given to 4
annotators. The LossROUGE model scored the
lowest mean HER (29.69 ± 21.85). We calcu-
lated inter-annotator agreement using the Krippen-
dorff’s alpha coefficient (Krippendorff, 2004) and
the intraclass correlation coefficient (ICC) for a
fixed set of annotators rating each target (Bartko,
1966). We note that LossROUGE is the least reli-
able in terms of agreement. The rest of the models
range between poor to moderate agreement. The
overall inter-model agreement stood at Krippen-
dorff’s alpha of 0.388 and ICC of 0.411. The
average amount of edits varied by annotator ac-
cording to their personal error tolerance, creating a
variability in HER. After normalisation, we obtain
Kripperndorff’s alpha of 0.483 and ICC of 0.61.
These results are summarised in Table 3 and in
Figure 4.

Model Mean±Std Kr. α ICC

Base 31.45± 35.53 0.493 0.431

AccBLEU 35.54± 46.2 0.410 0.452
LossROUGE 29.69±21.85 0.164 0.260
BestWER 32.75± 37.20 0.306 0.374
BestPPL 30.54± 25.38 0.493 0.322

Table 3: Intra-model HER scores and agreement.

6 Conclusion & Reusable Insights

We presented a study on computational linguistic
metrics applied to the evaluation of two-part mu-
sic counterpoint generated with a language-based
model. A novel human-targeted metric (HER) was
proposed, to correlate automatic translation met-
rics to human judgement, in the music domain.
The HER metric bypasses the contentious notion
of human/machine discrimination and, while sub-
jectivity is still part of the process (no two anno-
tators would edit the generated hypothesis in an
identical way), it does not require defining musi-
cal features of interest in advance. It is, instead,
assumed that domain practitioners have their own
definitions of musical fitness and edit the model’s
output accordingly, and that individual biases can
be measured via inter-annotator reliability.

In our study, we hoped that the HER score
would help elucidate the strength of NLP auto-
matic translation metrics for music generation.
While this study proved inconclusive given the
low inter-annotator agreement, also reported in
other music annotation tasks (Gjerdingen and Per-
rott, 2008; Flexer and Grill, 2016; Koops et al.,
2019), it nevertheless provides an original ap-
proach which can be employed to evaluate other
generative music systems.
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Abstract

Generating symbolic music with language
models is a promising research area, with po-
tential applications in automated music com-
position. Recent work shows that Trans-
former architectures can learn to generate
compelling four-instrument scores from large
MIDI datasets. In this paper, we re-train
the small (117M) GPT-2 model with a large
dataset in ABC notation, and generate sam-
ples of single-instrument folk music. Our
BLEU and ROUGE based quantitative, and
survey based qualitative, evaluations suggest
that ABC notation is learned with syntacti-
cal and semantic correctness, and that samples
contain robust and believable n-grams.

1 Introduction

Recent advances in deep learning have greatly im-
proved the performance of neural generative sys-
tems at automatic music generation. For example,
Magenta’s MusicVAE (Roberts et al., 2018) uses
hierarchical autoencoders to interpolate novel mu-
sic samples between different points in a MIDI
latent representation. Similar techniques have
been proposed for the task of learning language
models, mostly in Natural Language Processing
(NLP). For example, the Transformer-based neu-
ral architectures of BERT (Devlin et al., 2019),
GPT-2 (Radford et al., 2019), and Transformer XL
(Dai et al., 2019) use encoders/decoders and var-
ious attention mechanisms to achieve great per-
formance at language learning and generation.
Therefore, it is no surprise that these models have
been applied for learning and generating symbolic
music scores, assuming that similar sequence-to-
sequence attention mechanisms to those of writ-
ten natural language hold for written music. For
example, LakhNES (Donahue et al., 2019) and
MuseNet (Payne, 2019) use these language mod-
els over MIDI music representations, successfully

X:1
T:The Legacy Jig
M:6/8
L:1/8
R:jig
K:G
GFG BAB | gfg gab | GFG BAB | d2A AFD |
GFG BAB | gfg gab | age edB |1 dBA AFD :|2 dBA ABd |:
efe edB | dBA ABd | efe edB | gdB ABd |
efe edB | d2d def | gfe edB |1 dBA ABd :|2 dBA AFD |]

Listing 1: An example tune in ABC notation.

addressing large scale, multi-instrument, and long
sequence MIDI score learning and generation.

However, a shortcoming of these works is that
they learn exclusively over MIDI representations,
leaving unanswered questions for other genera
and datasets. For example, folk and traditional
music are typically encoded using ABC notation
(Walshaw, 2011). Moreover, such experiments
are almost exclusively evaluated using perplex-
ity (Brown et al., 1992) instead of other language
evaluation metrics such as BLEU (Papineni et al.,
2002) and ROUGE (Lin, 2004). In this paper,
we propose to address these issues by adapting
the pre-trained small (117M parameters) language
model of GPT-2 (Radford et al., 2019) to learn rep-
resentations of an ABC notation dataset. ABC no-
tation is an ASCII based character set code that
facilitates the sharing of music online (see List-
ing 1). The first lines indicate the tune index in
the file (X:); title (T:); time signature (M:); de-
fault note length (L:); type of tune (R:); and key
(K:). Following this is the tune, with the | symbol
separating measures. Notes are displayed with the
letters a to g, where lowercase letters and apos-
trophes denote higher octaves and uppercase let-
ters and commas denote lower octaves. Further
punctuation marks represent variations in the tune.
We use conditional sampling, feeding the model
two measures and letting it generate the sequence
remainder. We evaluate these samples quantita-
tively, using the BLEU and ROUGE metrics in
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various n-gram tests for robustness; and qualita-
tive, via a user survey. Our research question is:
“To what extent can language models learn robust
representations of ABC notation single-instrument
folk music?”.

2 Related Work

Many language models derived from results in
computer vision have been investigated in recent
years, most with successful applications in music
learning and generation. For example, long-short
term memory (LSTM) (Hochreiter and Schmidhu-
ber, 1997) recurrent models are commonly used
for text generating tasks; and hidden Markov mod-
els (HMM) (Rabiner and Juang, 1986) have been
used for e.g. speech recognition. More recently,
advances in encoder/decoder neural architectures
have produced so-called Transformer models, like
BERT (dev); OpenAI’s GPT-2 (Radford et al.,
2019) –a sequence to sequence transformer with
an attention mechanism; and Transformer XL (Dai
et al., 2019), a high performance transformer with
high compute requirements. The application of
these models to music generation has produced
various results. For example, OpenAI’s Jukebox
(Dhariwal et al., 2020) produces high-fidelity mu-
sic in the raw audio domain. However, we con-
sider here the language models that can be ap-
plied to symbolic music generation. In this area,
MusicVAE (Roberts et al., 2018) uses a hierar-
chical variational autoencoder to learn an interpo-
lable latent space of MIDI representations. The
works closest to ours are MuseNet (Payne, 2019)
and LakhNES (Donahue et al., 2019); in these, au-
thors re-train a Transformer model pre-trained on
the Lakh MIDI dataset (Raffel, 2016), a large col-
lection of 176,581 unique MIDI files, to generate
four-instrument scores. Our approach is inspired
by these works, but focuses on: (a) using GPT-2
instead of Transformer XL, due to the former’s ex-
cellent text generation capabilities and left-to-right
training; and (b) learning ABC representations of
folk and traditional music, rather than using cross-
domain MIDI files.

3 Methodology

First, the original data set 1 was cleaned and all
samples were put into separate files. This data set
was then used to fine-tune the GPT-2 model on.

1See https://www.gwern.net/GPT-2-music

GPT-2 is a large language model based on the
Transformer architecture (Vaswani et al., 2017)
with 1.5 billion parameters, trained on a dataset
of 8 million web pages with the goal of pre-
dicting “the next word, given all of the previous
words within some text” (Radford et al., 2019).
This model performs very well in a variety of
different NLP tasks, and can be re-trained using
other datasets and used for generating conditional
synthetic text samples. Here, we use retraining
on ABC notation —instead of English texts—,
and consequently predict the next ABC token that
most probably follows all the previous ABC to-
kens, according to the training data.

During the training phase GPT-2 develops an
understanding of the context of the melodies. The
fine-tuning is done with all parameters set to de-
fault and is stopped, when the loss barely de-
creases over a large amount of time. This final
model will be used to create conditional samples
by feeding the model a short musical sequence of
two measures from an existing song and letting it
generate a subsequent sequence. From the out-
put, another two measures are taken. The two
measures from the original song and the gener-
ated part are combined to form the new input se-
quence. This process is repeated, alternating mea-
sures from the original song with measures that are
generated by GPT-2. Then, these samples are eval-
uated on their syntax and semantics and they are
evaluated using BLEU, ROUGE and a user evalu-
ation form.

BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004) are often utilized in the text processing
field to measure the similarity between a ma-
chine translated sentence and a human translation.
This is based on the number of overlapping n-
grams. Similarly, melodies often consist of recur-
ring patterns of consecutive notes. Here, we pro-
pose to use these metrics to measure the similarity
between a machine generated sequence of ABC
notes —through the previous GPT-2 re-training
process—, and human-made ABC notations that
occur in similar contexts. However, since music is
very subjective as well, a user evaluation is used
in addition. The outcome of these evaluations will
determine whether valid, but also fluent musical
pieces can be generated, by having some control
over the process.
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4 Experiment

The 117M parameters model was used for this,
considering the limited amount of time and the
fact that larger models might overfit. Further-
more, the longer the model is trained, the bet-
ter it can familiarize itself with the training data.
This often increases the chances of a good perfor-
mance. This is why the training is stopped when
the loss hardly decreases over a substantial amount
of time. The model alternated between an average
cross-entropy loss of 0.86 and 0.94 over several
hours, meaning the model had a hard time optimiz-
ing further from this point on. The resulting model
was used to generate controlled sequences of mu-
sic. Two songs from the used data set were cho-
sen and two songs from the left out data set were
chosen to diversify. Firstly, the first two measures
of an original song are fed, including the header.
Based on this, the model is then prompted to gen-
erate notes that follow the sequence. From the out-
come, only the first two measures are added to the
input. The resulting, larger sequence will be fed
to the model again, so it can extend this sequence
with two measures as well. This is repeated three
times, to obtain a song of 12 measures, that con-
sists of 6 measures from the original song and 6
measures generated by the model, alternately.

4.1 Quantitative Evaluation
The similarity between the original melodies and
the samples are calculated using the BLEU and
ROUGE metrics. Two tables are displayed for the
n-grams of BLEU and ROUGE scores for each
sample.

BLEU scores
1-gram 2-gram 3-gram 4-gram

Sample 1 0.60 0.51 0.48 0.46
Sample 2 0.71 0.57 0.48 0.45
Sample 3 0.56 0.47 0.44 0.42
Sample 4 0.76 0.60 0.54 0.52

Table 1: The BLEU scores for all samples over n-grams
1 to 4

The BLEU score measures how many bi-grams
from the GPT-2 generated samples occur in the
original song. The scores can range from 0 to 1.
0 indicating no overlap with the original song, 1
indicating a perfect overlap with the original song.
Since, half of a sample is copied from the orig-
inal song, the precision should not go much be-

ROUGE scores
1-gram 2-gram

Sample 1 0.62 0.53
Sample 2 0.72 0.58
Sample 3 0.89 0.74
Sample 4 0.77 0.60

Table 2: The ROUGE scores for all samples over n-
grams 1 to 4

low 0.50. However, this might occur, when the
generated sample has less tokens than the origi-
nal song, which is the case in sample 3. Sam-
ples 1 and 2 have some, but not excessive over-
lap with their originals. While the fourth sample
has many overlapping bi-grams with the original
song. The ROUGE score computes the number
of bi-grams from the original song that occur in
the generated sample. Samples 1, 2 and 4 overlap
a little more than 50%, keeping in mind that this
might be caused by the length of the sample. Sam-
ple 3 shows that numerous bi-grams overlap with
the generated sample.

4.2 Qualitative Evaluation

The questionnaire yielded 83 responses. Roughly
half of these were male and half were female, with
one person preferring not to specify this. Slightly
more than 50% of the participants were between
the age of 10 and 25, while the rest was older.
Most candidates were educated on the level of a
Bachelor’s degree. About a quarter is educated
higher than this and the remaining quarter is ed-
ucated lower or not at all. 52% of participants
were students, of which 12% had either a full-time
or part-time job as well. Another 41% was occu-
pied by solely a full-time job, while the remaining
percentage either had a part-time job, was unem-

Figure 1: The average ratings of the questionnaire by
sample

51



X:129531
M:6/8
K:Cmaj
ˆc2ˆAˆGˆGˆG|ˆcˆAˆAˆA2ˆG|

K:Cmaj
|:CDECDE|=F2GA2G|

|ˆc2ˆAˆGˆGˆG|ˆcˆAˆAˆA2ˆG|

M:3/4
K:Cmaj
|:=C=B,=C=F=G,=C|=B,=D=D=F2=G|

|=f2ˆg=fˆcˆd|=fˆcˆAˆA2ˆG|

=A=G=E=c2|1=E=C=B,=D=C|

Listing 2: The first sample of GPT-2’s generated ABC
notation.

ployed or had another occupation. As expected
over half of the participants were Dutch. The other
nationalities are spread over 15 other countries. As
for the musical knowledge, half of the participants
scored themselves below average, approximately
20% thought they were (close to) an expert and
over a quarter thought they had an average level of
musical knowledge.

Regarding the scoring of the samples, the ques-
tions were answered by a rating from 1 to 5. Two
existing songs were used as a baseline, of which
the average scores were 3.7 and 3.9 for coherence
and 2.9 and 3.5 for recurrence. The first sample
got an average scoring of 2.6 for coherence and 3.1
for the amount of recurrence. The second sample
got a coherence of 2.7 and was scored 2.9 for re-
currence. The third sample had a coherence of 4.1
and a recurrence of 3.6. The fourth sample had a
coherence of 2.6 along with a scoring of 2.5 for
recurrent themes. The two samples that contained
existing songs got a score of 3.7 and 3.9 for co-
herence and a score of 2.9 and 3.5 for recurrence.
2

4.3 Syntax and semantics

The first and second samples are presented, where
the areas in bold are generated by GPT-2. The
third and fourth samples can be found on Drop-
box. 3 When looking at the meter of the first
sample, which is 6/8, the model mostly adheres to
it, until it changes the meter to 3/4. After this, the
model still holds on to the first meter and in the
last generated part follows neither. Furthermore,
the model specifies what key and meter it is using,

2See https://soundcloud.com/
user-512999768

3See https://www.dropbox.com/s/
orjvc2mx0sirtti/melody_samples.pdf?dl=0

X:129557
M:12/8
K:Cmaj
|ˆC2=FˆG2ˆG |ˆAˆcˆAˆG=FˆD|

=F=E/2=D/2=C=F=G=A|=G=F=D=F2=A,|

ˆC2=FˆG2ˆG|ˆAˆcˆAˆG=FˆG|

L:1/8
K:Gmaj
|:D2G2GF|DEGABc|

=fˆdˆc=cˆAˆG|ˆAˆcˆAˆG=FˆG|

M:6/8
K:Cmaj
|:ˆCˆD=FˆCˆGˆF|ˆGˆCˆcˆGˆFˆA|

Listing 3: The second sample of GPT-2’s generated
ABC notation.

even though this key is the same as the given key.
What stands out is that the model barely uses the
caret, in spite of its high frequency in the original
song. On top of this, the model seems to have a
tendency to use equality signs, which represents
an unaltered pitch of a note. The melody of sam-
ple 2 is syntactically flawed. A colon is used to
open a repetition, however it is never closed. This
happens in the second and third generated parts.
The meter is 12/8 in the beginning and changed
to 6/8 in the last generation. The key is changed
in the last two generations, first to G major and
then back to C major. Another noticeable concept
is that in the first generation the notes are all nat-
uralized, while this is uncommon in the original
song. However, the carets, that are frequent, are
not adopted until the last generation.

5 Conclusion

Influencing the generation process of samples led
to reasonable results. The model does not devi-
ate far from correct syntax and semantics. Fur-
thermore, plausible results are obtained using the
BLEU and ROUGE metrics. This can be de-
ducted from the small decrease in performance
while the n-grams increase. The user evaluation
showed around average or higher ratings for each
of the samples obtained from users with different
backgrounds. These results are reason to believe
that this method can result in robust musical se-
quences. However, an improvement may be to
use a larger data set to increase the models perfor-
mance. Or one might choose to use another lan-
guage model altogether, such as those mentioned
in the related work section. More metrics from the
field of NLP can be added to see how this would
relate to the BLEU and ROUGE scores.
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Abstract

We propose BUTTER, a unified multi-
modal representation learning model for Bi-
directional mUsic-senTence ReTrieval and
GenERation. Based on the variational au-
toencoder framework, our model learns three
interrelated latent representations: 1) a la-
tent music representation, which can be used
to reconstruct a short piece, 2) keyword em-
bedding of music descriptions, which can be
used for caption generation, and 3) a cross-
modal representation, which is disentangled
into several different attributes of music by
aligning the latent music representation and
keyword embeddings. By mapping between
different latent representations, our model can
search/generate music given an input text de-
scription, and vice versa. Moreover, the model
enables controlled music transfer by partially
changing the keywords of corresponding de-
scriptions.1

1 Introduction
The ability to relate natural language descriptions
with music is of great importance. It is useful for
cross-modal music analysis, such as automatic mu-
sic captioning and music retrieval based on natural
language queries. It also has considerable research
value in cross-modal controlled music generation,
say, automatically compose a piece of music ac-
cording to text descriptions.

While traditional machine-learning algorithms
mostly consider analysis (from data to labels) and
controlled generation (from labels to data) two com-
pletely different tasks, recent progress in multi-
modal representation learning (Baltrušaitis et al.,
2018) suggests that the two tasks can be unified
into a single framework. Specifically, music and
the corresponding text descriptions can be regarded

1Codes are available at https://github.com/
ldzhangyx/BUTTER

Figure 1: An overview of the model architecture.

as data (of two different modalities) with shared
latent representations. Therefore, if we can success-
fully learn the shared cross-modal representation,
music analysis and generation would simply refer
to various ways of mapping between such represen-
tation and data of different modalities.

Inspired by the idea above, we contribute a
multimodal representation learning model for bi-
directional music-sentence retrieval and genera-
tion. Figure 1 shows the overall model architecture.
Here, the yellow path shows music representation
learning, the blue path shows keywords summa-
rization and text generation of music description,
and the green part represents the cross-modal align-
ment between the latent music space and keyword
embeddings. The cross-modal alignment helps dis-
entangle the latent music representation into four
factors: meter, key, style, and others, in which the
first three factors have corresponding keywords de-
scriptions. During the inference time, this model
enables a number of applications:
• Task 1: Music retrieval by text description,

where the information flow is (1)→(5)←(2).
That is, to search the music segments whose la-
tent representations best correlated with the key-
words of the text description in the cross-modal
space.
• Task 2: Music captioning, where the informa-
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tion flow is (1)→(5)→(4). E.g., to output “this
is a British style song in C major of 4/4 meter”
given a segment of music.
• Task 3: Controlled music generation, where

the information flow is (2)→(5)→(3). This is
very similar to task 1, except that we are now gen-
erating/sampling new music rather than search-
ing existing music in the dataset.
• Task 4: Controlled music refinement (style

transfer), where the information flow is
(2)→(5)→(3)←(1). That is, to learn the latent
representation of piece and then refine it by par-
tially changing the keywords of the text descrip-
tion. This task helps us answer the imaginary
questions, such as “what if a piece is composed
in a different style” .
In sum, the contributions of our paper are:
• We designed the first multimodal representation-

learning framework which unifies music analysis
and controlled music generation.
• We show that music-text alignment in the latent

space serves as an effective inductive bias for
representation disentanglement. Such disentan-
glement leads to controllable attributes of mu-
sic via natural language under weak supervision
with no need to do feature engineering for each
separated attribute.

2 Related Work
Cross-modal retrieval task has attracted researchers
for decades(Gudivada and Raghavan, 1995). Frome
et al. (2013) uses a ranking cost to map images and
phrases into a common semantic embedding. Yu
et al. (2019) uses CCA to model cross-modal re-
lation between audio and lyrics for bi-directional
retrieval. Feng et al. (2014) learns multi-modal rep-
resentations by correlating hidden representations
of two uni-modal autoencoders and minimizes a
linear combination error. Karpathy et al. (2014)
proposed a bidirectional image-sentence mapping
method by extracting local fragments. Compared
with cross-modal retrieval, cross-modal controlled
generation is in general a more difficult task since
it requires reconstruct or sample new data from the
latent representation. Recent works include auto-
matic image captioning(Xu et al., 2015; Chen and
Lawrence Zitnick, 2015; Jia et al., 2015) and text-
to-image generation(Hinz et al., 2019; Zhu et al.,
2019; El-Nouby et al., 2019). However, very few
of them consider the bi-directional generation prob-
lem.

Another related area to this study is representa-
tion disentanglement. Locatello et al. (2019) shows
that the key to a successful disentanglement is to
incorporate the model with proper inductive biases.
Speaking of the disentanglement for music, Deep
Music Analogy (Yang et al., 2019) is very rele-
vant to this study as it can disentangle pitch and
rhythm factors. However, the inductive bias comes
from a supervision (an explicit rhythm loss), while
our study uses text descriptions as a much weaker
supervision as well as a more natural form of in-
ductive bias.

3 Method

3.1 Music Modality
We use a similar data representation as in Music-
VAE (Roberts et al., 2018). Each 16-beat melody
segment x is represented as a sequence of 64 one-
hot vectors. Each vector represents a 16th note
and has 130 dimensions, representing 128 MIDI
pitches, hold and rest, respectively.

We use the VAE framework to learn the latent
code z of a melody segment (as shown in (1) and
(3) of Figure 1). We assume z conforms to a
standard Gaussian prior (denoted by p(z)), and
can be partitioned into four disentangled factors
z = [zkey, zmeter, zstyle, zothers], where zothers repre-
sents the music information not covered by key,
meter or style. The VAE encoder uses a single
layer bi-directional GRU to encode the melody
and emit the mean and variance of the approxi-
mated posterior qθ(z|x). We assume qθ(z|x) is
isotropic Gaussian and denote its mean as e =
[ekey, emeter, estyle, eothers]. For the VAE decoder, we
apply a 2-layer GRU which outputs pθ(x|z).

We define the reconstruction objective by the
ELBO (evidence lower bound) (Kingma and
Welling, 2013) as follows,

Lr(φ, θ;x) = −Ez∼qφ log pθ(x|z)+αKL
(
qφ||p(z)

)
,

(1)
where α is a balance parameter.

3.2 Language Modality
3.2.1 Keywords Representations
We define the keywords of a music description
as a triplet [wkey, wmeter, wstyle], where wkey ∈
Dkey, wmeter ∈ Dmeter, and wstyle ∈ Dstyle. Here
Dkey, Dmeter, and Dstyle are the dictionaries of the
three corresponding attributes. We define the over-
all dictionary D = Dkey ∪ Dmeter ∪ Dstyle and
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embed every keyword w ∈ D to a |D| dimensional
one-hot vector e′w.

3.2.2 Summrizer and Generator Module
We apply two GRU-based encoder-decoder mod-
els as the keyword summarizer and the descrip-
tion generator, respectively. Both models are pre-
trained with sentence-keywords pairs directly re-
trieved from the dataset. This procedure is shown
in (2) and (4) in Figure 1.

3.3 Cross-modal Alignment
We use two linear transformations f(·), g(·) to map
latent melody representation and keywords to a
shared latent space. We employ a similarity objec-
tive La to align two representations by maximiz-
ing correlation of corresponding attributes while
minimizing the correlation of irrelevant attributes.
Formally,

La = 3−
∑

i∈I

( 〈ui, vwi〉
|ui| · |vwi |

−β
∑

w∈D
w 6=wi

∣∣∣ 〈ui, vw〉|ui| · |vw|
∣∣∣
)

,

(2)
where I = {key,meter, style}, ui = f(ei), and
vw = g(e′w). Here, 3 is a constant to keep the loss
term non-negative and β is a balance factor. Hence,
the overall loss L is calculated by L = Lr + γLa,
where γ is a parameter for balancing two losses.

In theory, the cross-modal alignment module al-
lows bi-directional music-sentence retrieval and
generation by inference-time optimization of eq. 2.
In practice, we find the keyword combination that
best describes a given melody (i.e., minimizes
eq. 2) by a brute-force search. Conversely, we
compute the latent music code corresponding to a
keyword by averaging the latent codes of all music
samples aligned with the same keyword.

4 Experiments
We conduct two experiments to demonstrate that
the proposed model can be applied to the four tasks
mentioned in the introduction.

The former two tasks, i.e., music retrieval by text
description and music captioning are both about
music analysis. The core of the two tasks requires
the latent code being able to classify to the cor-
rect keywords. Our first experiment (Section 4.2)
focuses on this classification accuracy.

The latter two tasks, controlled music genera-
tion and controlled music refinement, require that
by changing the latent codes (e.g., from minor to

major key), the generated samples also have the
corresponding change (e.g., key change) while still
preserving high music quality. We conduct subject
evaluations regarding this aspect in Section 4.3.

4.1 Dataset and Training
Our dataset contains 16,257 folk songs paired with
metadata collected from the abc notation home-
page2. From metadata we select key, meter and
style as keywords, and we synthesize diverse de-
scription sentences by human craft and paraphras-
ing tools3. We associate them with 4-bar music
segments of corresponding songs. We use 80% for
training, 10% for validation and 10% for testing.

We train our model on two keyword settings.
In the full version, the key keyword contains 25
classes including 24 major/minor keys and others;
the meter keyword contains 6 classes including
2/4, 3/4, 4/4, 6/8, 9/8 and others. In the easy ver-
sion, the key keyword contains major,minor, and
others; the meter keyword contains triple, duple,
and others. In both modes, the style keyword con-
tains 3 classes, including Chinese,English, Irish.

We set the size of GRU hidden states, latent
variables and attribute variables to 512, 256 and 32
respectively. We map the latent z and words to a
shared 32-D embedding space. During training, we
set batch size to 4 and learning rate to 1e−3 with
weight decay of 0.999. We set balancing factors
α = 0.01, β = 0.2 and γ = 0.1.

4.2 Objective Measurements for Cross-modal
Music Information Retrieval

We design a classification task to evaluate whether
the latent codes ekey, emeter and estyle can predict the
corresponding keywords by the similarity objective
eq. 2. If so, it follows that with simple algorithms
the model is capable of the task music retrieval by
text description and music captioning.

To this end, we compare our models with 2 base-
line classifiers under both full version and easy
version. Both baseline models uses the same GRU
encoder ((1) in Figure 1) and replace the alignment
module ((5) in Figure 1) by three separate MLP
classifiers for the three keyword attributes accord-
ingly. Each MLP has 3 linear layers with 128 hid-
den dimensions. The first baseline method (GRU-
MLP) trains the whole network from scratch, and
the second baseline (Latent-MLP) method trains
only the MLP classifiers and fixes the GRU encoder

2http://abcnotation.com/
3https://quillbot.com/
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Model Key Meter Style
Full Easy Full Easy

GRU-MLP 0.63 0.76 0.44 0.54 0.84
Latent-MLP 0.45 0.83 0.38 0.72 0.90
Ours 0.60 0.77 0.40 0.76 0.92

Table 1: Performance of models in classification task.

parameters. Table 1 shows the evaluation results.
When all the keywords of the melody are deter-

mined, our model generates complete sentences
through the description generator. Figure 2 pro-
vides two generated examples.

Figure 2: Generated descriptions for input melodies.

4.3 Subjective Evaluation for Controlled
Music Generation

We wish that when we change one or more keyword
attributes, the generated music would also make
corresponding change while still preserving good
musicality. The controlled music generation and
controlled music refinement tasks directly follow
from this desired property.

We invite people to subjectively rate the quality
of the generated music. In particular, we ask the
subjects to listen to 30 samples randomly picked
from the test dataset with three types of processing,
and each type contains 10 samples:

1. (Original) No processing: identical to the
data sample.
2. (Ours) Randomly change the latent code
(among ekey, emeter and estyle) into a target latent
code. E.g. to substitute ekey=major as ekey= minor
3. (Prior) Randomly change the latent code into
Gaussian noise sampled from the prior distribu-
tion.
The subjects are asked to:
1. Rate the musicality of the processed sample
based on a 5-point scale from 1 (low) to 5 (high).
2. Select the keyword attributes that best de-
scribe the music. That is, 1) whether the key is
major, minor or others, 2) whether the meter is
duple, triple or others, and 3) whether the style
is Chinese, Irish or English.

Model Musicality Human Accuracy
Key Meter Style

Original 3.44 0.57 0.60 0.38
Prior 2.68 0.33 0.43 0.31
Ours 3.25 0.35 0.48 0.49

Table 2: Performance of models in generation task.
Musicality means the overall quality of music.

A total of 30 subjects (9 female and 21 male)
participated in the survey. 10% of them are at the
professional level of musicological knowledge and
the 37% are over the average level. In table 2, the
left column shows the rating of musicality and the
right column shows the accuracy of selecting the
correct keywords. The results show that our pro-
posed method has higher musicality and achieves
better control of generation than randomly sam-
pling from the prior in all three factors. However,
we still see a gap between our method and the
original samples. This is probably because the se-
lected factors deal with deep music structure which
remains a challenging task for existing methods.
which we leave for future work. Moreover, due to
the cultural background of subjects, they generally
have difficulty in distinguishing between Irish and
English songs. If we combine these two categories
into one, then the scores of the original songs, ours,
and baseline are: 0.72, 0.59 and 0.32, respectively.
Figure 3 shows a transfer example:

Figure 3: An example of music refinement.

5 Conclusion and Limitations
In conclusion, we contributed a unified multi-
modal representation learning model allowing bi-
directional retrieval and generation between music
and sentences. The cross-modal alignment serves
as an effective inductive bias to disentangle latent
representations of music according to text.

We see that the current text description is still
very rigid, limited to three keywords and the text
descriptions have to cover the exact keywords. In
the future, we will make the text description more
flexible, covering more music attributes while al-
lowing synonyms. In addition, human descriptions
of music may be subjective and ill-defined, making
the learning process difficult. It will be the biggest
challenge our model faces in the future.
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Abstract

We presents unsupervised melody segmenta-
tion using a language model based on a non-
parametric Bayesian model. We adapt un-
supervised word segmentation with a nested
Pitman-Yor language model (NPYLM) used in
the field of natural language processing to mu-
sical note sequences. Treating music as a lan-
guage, we aim to extract fundamental units,
similar to “words” in natural language, from
symbolic musical note sequences using a data-
driven approach, the NPYLM. We assume mu-
sical note sequences generated by the proba-
bilistic model, integrate a note-level n-gram
language model and motif-level n-gram lan-
guage model, and extract fundamental units
(motifs) from them. This enables us to con-
duct melody segmentation, obtaining a lan-
guage model for the segments, directly from
a musical note sequence without annotation.
We discuss the characteristics of this model by
comparing the rules and grouping structure of
a generative theory of tonal music (GTTM).

1 Introduction

In general, a melody is considered to be time se-
ries data of notes with various properties such as
pitch and duration. We call this time series data a
musical note sequence. In the field of musical in-
formation retrieval (MIR), the task of melody seg-
mentation, that is, division of a musical note se-
quence into meaningful units such as motifs and
phrases, is one of the most important and funda-
mental tasks. Melody segmentation, the division
of a musical note sequence into meaningful units
such as motifs and phrases, is one of the most im-
portant and fundamental tasks in the field of mu-
sical information retrieval (MIR). Motifs are con-
sidered to be one of the most important and fun-
damental units of music (Lerdahl and Jackendoff,
1996). If we are able to divide a musical note
sequence into appropriate motifs, these motifs

can then be used in various tasks such as an-
alyzing a musical structure, automatic composi-
tion, and representation learning via “motif em-
bedding” (Hirai and Sawada, 2019).

There are two types of conventional
melody segmentation method: rule-
based (Lerdahl and Jackendoff, 1996;
Cambouropoulos, 2001; Temperley, 2004),
and statistic based using properties of musical
data (Lattner et al., 2015; Pearce et al., 2010). Al-
though supervised melody segmentation methods
have also been proposed (Hamanaka et al., 2017),
the cost of producing annotation data of sufficient
quality and quantity is enormous. Further, the
interpretation of the motifs is subjective and can
vary from one annotator to another.

In this study, we aim to extract fundamen-
tal units, like “words” in natural language, from
symbolic musical note sequences using an unsu-
pervised data-driven approach. It is not known
how many notes a motif is made up of, and
there are theoretically an infinite number of pos-
sible motifs. Therefore, we have to use the
vocabulary-free n-gram model instead of the con-
ventional n-gram model, which requires motifs to
be defined as a vocabulary in advance. Specifi-
cally, we apply an unsupervised word segmenta-
tion method, a nested Pitman-Yor language model
(NPYLM) (Mochihashi et al., 2009), to a musical
note sequence. A sentence in natural language
(e.g., English) consists of a combination of words.
A word in a natural language consists of a com-
bination of characters. If we think of a character
in natural language as equivalent to a musical note
and a sentence as equivalent to a note sequence of
some length, we can think of the note sequence
as consisting of combinations of motifs with units
corresponding to words in natural language.

There have been studies that apply the Pitman-
Yor language model to music. A hierarchi-
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cal Pitman-Yor language model (HPYLM) (Teh,
2006) is an n-gram language model by Pitman-
Yor process which is a generalization of a Dirich-
let process. A variable-order Pitman-Yor language
model (VPYLM) is an extension of a HPYLM that
makes it possible to learn an appropriate context
length n of an n-gram. Yoshii and Goto (2011)
and Nakano et al. (2015) apply a VPYLM to the
chord progression. It is thereby possible to learn
an appropriate n-gram length for each chord.

2 Unsupervised melody segmentation
using nested Pitman-Yor language
model

The musical note sequence s can be expressed as
s = s1s2 · · · sN using musical notes s. When the
motif is designated as m, melody segmentation is
to obtain the motif sequence s = m1m2 · · ·mM .
N is the length of the musical note sequence and
M is the number of motifs in the musical note se-
quence.

When the musical note sequence s =
s1s2 · · · sN is given, unsupervised melody seg-
mentation is considered as the problem of finding
the motif sequence that maximizes the probability
p(m|s) of the motif sequence s = m1m2 · · ·mM

obtained by dividing the note sequence. The
p(m|s) can be computed by the language model.
The model must calculate probabilities for every
possible segmentation of the motif to perform a
melody segmentation. Using an n-gram language
model with a note-level Pitman-Yor process, we
can give probabilities for all possible motif seg-
mentations and thus compute the likelihood of the
motifs. We can sample the word segmentation on
the basis of this probability.

2.1 Modeling of melody using nested
Pitman-Yor language model

In this section, the melody is modeled using a
NPYLM that is an n-gram language model based
on a hierarchical Pitman-Yor (PY) process. The
PY process is a stochastic process that gener-
ates a discrete probability distribution G, which
is similar to a probability distribution G0 (G ∼
PY (G0, d, θ)). When we have a uni-gram distri-
bution of motifs G1, the bi-gram distribution G2

of motifs will be similar to G1. Therefore, we
can generate G2 from a PY process of base mea-
sure G1 (G2 ∼ PY (G1, d, θ)). The uni-gram
motif distribution G1 can be generated as G1 ∼

PY (G0, d, θ). The NPYLM is a hierarchical lan-
guage model in which the note-level HPYLM is
embedded as a base measure of the motif-level
HPYLM. For details, see (Teh, 2006).

2.2 Unsupervised melody segmentation and
training language model

A straightforward method of melody segmenta-
tion is to repeat Gibbs sampling, where every note
is sampled with the probability of being a mo-
tif boundary, and the language model is updated
in accordance with the results of that sampling.
We used a sentence-wise Gibbs sampler of word
segmentation using efficient dynamic program-
ming (Mochihashi et al., 2009). Sampling a new
segmentation, we update the NPYLM by adding a
new sentence in accordance with the new segmen-
tation. By repeating this process for all musical
pieces in a random order, the melody segmentation
and language model are alternately optimized.

The musical note sequence is divided into mo-
tifs as follows. α[t][k] is the probability of note
sequence s1 · · · st with the final k characters being
a motif.

α[t][k] =
t−k∑

j=1

p(stt−k+1|st−k
t−k−j+1) · α[t− k][j]

(1)
where α[0][0] = 1 and sji = si · · · sj .
p(stt−k+1|st−k

t−k−j+1) is obtained by the language
model. If α[t][k] can be obtained, we can sample
a motif backward. The length of the motif k is
sampled from the end of the note sequence to its
beginning in accordance with the forward prob-
ability α[t][k] (backward sampling). For details,
see (Mochihashi et al., 2009).

2.3 Representation of musical note sequence
Musical note sequences can be represented in a
number of ways depending on which attributes are
used. In this paper, we assume that a musical note
in music is like a character in natural language.
A melody is considered to be time series data of
notes with the properties of various pitches and du-
rations. Therefore, the following representation of
musical note sequences with pitch and duration is
used.

Pitch-class sequence
A pitch-class sequence considers a melody to be a
sequence of pitch classes. The role of each pitch
class is assumed to be the same in each key. For
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example, the note C in the key of C major and the
note D in the key of D major are the same in the
sense that they are both the tonic for their key. For
this reason, we transpose all the keys to the key of
C in advance.

In pitch-class sequences, the octave is ignored,
the sharp and the flat are not distinguished, and
12 different symbols are used. There is a total of
13 symbols: 12 symbols for pitch class and 1 for
rests.

Pitch-interval sequence
A pitch-interval sequence considers the melody as
a sequence of differences between the pitch of the
previous note and the current note. We define a
pitch-interval sequence on the basis of the assump-
tion that the melody is given meaning by the rela-
tive difference in pitch to the previous notes The
Implication-Realization (I-R) model (Narmour,
1990), a music theory that classifies and analyzes
melodies, ives an abstract of the melody by focus-
ing on the relationship between the pitches of the
notes. The intervals are considered up to two oc-
taves above and below (−24 ≤ dt ≤ 24). There-
fore, the resulting number of symbols is 50 (49 +
rest symbol).

Duration sequence
The duration sequence is defined as a sequence
of durations focusing only on the duration of the
notes in a melody. The durations are limited to the
length from a thirty-second note up to two whole
notes. We are also able to represent dotted notes
and tuplets of each note, from thirty-second notes
up to whole notes. Rests are treated as a specific
symbol with the meaning of a rest.

Compound-representation sequence
The three sequences introduced in the previous
section can be combined with one another to form
compound representations. First, we combine the
pitch-class sequence and duration sequence. Cor-
responding symbols from the pitch-class sequence
and the duration sequence are combined to form a
compound representation. We call this the pitch-
class and duration sequence (P-D sequence). Sec-
ond, we combine the pitch-interval sequence and
duration sequence. Similarly combining their re-
spective symbols, we form the pitch interval and
duration sequence (I-D sequence) Third, the com-
bination of the pitch-class sequence and pitch-
interval sequences is called pitch-class and inter-

val sequence (P-I sequence) Finally, we label the
combination of all three sequences (pitch-class,
pitch interval, and duration) as the P-I-D sequence.

3 Evaluation

In this section, we discuss the characteristics of
the melody segmentation obtained with NPYLM,
comparing them with the rules and grouping struc-
ture of a generative theory of tonal music (GTTM).

3.1 Experimental conditions

To investigate the characteristics of the melody
segmentation obtained with NPYLM, we calculate
the F-measure for the segments using the ground
truth of the grouping structure and each of the
rules of the GTTM, although the grouping struc-
ture of the GTTM is not necessarily the best for
a language model. In this experiment, 300 songs
of the GTTM database (Hamanaka) were used as
learning data (302 phrases). This dataset consists
of monophonic melodies of classical music com-
posed by multiple composers. The total number of
notes in the training data set was 12,343, and the
average number of notes for each song was 40.9.

The grouping structure of the GTTM represents
the cognitive grouping of music experts as they
listen to the musical pieces. The sub-rules of the
GTTM, the grouping preference rules (GPR), can
indicate the candidate boundaries of a group. Each
rule does not necessarily coincide with the GTTM
grouping structure, but each one mechanically cal-
culates possible boundaries. We compare the seg-
ments of the proposed method with the GTTM
rules related to the representations of the notes de-
scribed in Section 3. Specifically, we use GPR
2a, 2b, 3a, and 3d. Given four notes n1, n2,
n3, and n4, each GPR draws a grouping bound-
ary if the relationship between n2 and n3 satisfies
the following conditions: resti−1 < resti and
resti > resti+1, where resti is the time interval
from the beginning to the end of the note (GPR
2a); ioii−1 < ioii and ioii > ioii+1, where ioii is
the inter-onset interval (GPR 2b); intervali−1 <
intervali and intervali > intervali+1, where
intervali is the pitch interval (GPR 3a); leni−1 =
0 and leni ̸= 0 and leni+1 = 0, where leni−1 is
the difference of the duration (GPR 3d);

3.2 Experimental results and discussion

Table 1 shows the F-measure of each representa-
tion of the musical note sequence. The row (a)
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Representations GPR 2a GPR 2b GPR 3a GPR 3d Grouping
Pitch Interval Duration (Rest) (ioi) (Interval) (Length) Structure

(a) ✓ 8.7 21.6 27.7 9.3 29.4
(b) ✓ 6.4 21.9 22.6 8.0 23.6
(c) ✓ 6.8 18.7 24.3 17.0 34.2
(d) ✓ ✓ 6.3 18.6 24.9 7.7 21.3
(e) ✓ ✓ 6.8 21.0 24.6 13.1 28.1
(f) ✓ ✓ 9.6 19.0 21.8 14.6 24.2
(g) ✓ ✓ ✓ 10.6 17.1 19.5 11.7 21.7

Table 1: F-measure of each representation of the musical note sequence.

Input: note sequence

: Grouping structure : P-I-D sequence
Output: segments

Figure 1: A segmentation result for Bagatelle “Für
Elise” WoO.59 (Ludwig van Beethoven) in the GTTM
database (No. 3).

Input: note sequence

Output: segments

: Grouping structure : Duration sequence : P-I-D sequence

Figure 2: A segmentation result for Má Vlast Moldau
(Bedřich Smetana) in the GTTM database (No. 60).

indicates the results of the pitch-class sequence,
and the row (d) indicates the results of the P-I se-
quence. The F-measure for the grouping structure
was highest when the duration sequence was used.
Figures 1 and 2 show the segmentation results for
musical pieces in the GTTM database (No. 3 and
No. 60). The lines under the musical score indi-
cate that the notes within the range of the line are
in the same grouping.

Regarding GPR 2a, the F-measure was lower
than that of the other rules, regardless of which
representation was used. The current implementa-
tion considers rests to be a special type of note, so
distinguishing whether the group boundary is after
or before a rest is not possible (see Figure 2). Re-
garding GPR 3d, F-measure were higher when us-
ing a representation related to duration than when
using the other representations.

The F-measure for the grouping structure was
highest when the duration sequence was used. The
grouping structure of the GTTM depends on its
metrical structure, such as beats. When the du-

ration sequence is input, we can obtain segments
of the rhythmic pattern that occur frequently in
a note sequence, because we focus only on the
duration, ignoring the pitch completely. In fact,
grouping boundaries were drawn more frequently
at beat positions when using the duration repre-
sentation than when using other representations,
even though the representation did not explicitly
include a metrical structure.

The grouping structure of the GTTM is not nec-
essarily optimal for language models. However,
depending on the application, we may have to
consider giving information about motifs as prior
knowledge and applying semi-supervised learn-
ing to obtain the expected melody segmentation.
This NPYLM enables semi-supervised melody
segmentation.

4 Conclusion

In this study, we performed unsupervised mo-
tif segmentation using a Nested Pitman-Yor Lan-
guage Model. The resulting segments depend on
which attributes are used for musical note rep-
resentation. In the future, we will work on ap-
plication tasks such as musical structure analy-
sis and representation learning using the obtained
segments to verify the usefulness of the segments
obtained with the proposed model. We must also
consider using other representations, e.g., using
abstractions for melody such as I-R model or
melodic contour, and explicitly incorporating the
metrical structure.
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Abstract

Recent advances in deep learning have led
to significant advances in both text and mu-
sic representations. However, the representa-
tions and tasks remain largely separate. Most
Music Information Retrieval models focus on
either music or text representations but not
both. In this work we propose unifying these
two modalities in a shared latent space. We
propose building on a common framework of
Transformer-based encoders for both text and
music modalities using supervised and unsu-
pervised methods for pre-training and fine-
tuning. We present initial results and key chal-
lenges that need to be overcome to make this
possible. The result will be a new class of
models that are able to perform advanced tasks
that span both NLP and music.

1 Introduction

Voice-based conversational agents such as Alexa,
Google Assistant, are growing in importance and
allow interaction with music systems using natu-
ral language. However, current approaches only
support interactions with text and metadata (e.g.
playing a specific song). This research will enable
a multi-modal representation that supports conver-
sation about music and its concepts. We propose
using new state-of-the-art deep learning models
that are capable of producing joint latent spaces
of both music and text.

We propose a new multi-modal representation
model we call MusicBERT. It is composed of a
set of modality-specific encoders that are then fed
to a shared model, based on the Transformer. A
key challenge is that audio signals are very long
and standard Transformer models are limited in
the amount of vectors that they can feasibly and
effectively process. As a result, a second layer that
encodes music (and its derived concepts) is needed
to provide some abstraction with current models.

A high-level view of this model is provided in Fig-
ure 1. Similar to how BERT has been adapted for
QA and NLP tasks, the proposed architecture can
be adapted for music QA tasks (Sutcliffe et al.,
2014) using the pre-trained representations.

Although text representations are proven, music
remains challenging. In order to have an effective
music representation the proposed model must ad-
dress two key challenges: 1) What is an effective
low-level encoding of music that works effectively
with Transformers, and 2) What are effective pre-
training loss functions for learning music repre-
sentations that exhibit transfer learning properties.
We hypothesize that this requires having the right
level of semantic representation.

Figure 1: High-level MusicBERT architecture

To train this new multi-modal model we use a
standard music datasets the MuMu dataset (Ora-
mas et al., 2017), that maps album reviews to
a subset of the Million Song Dataset (Bertin-
mahieux et al., 2011). These reviews are not very
granular, been at album-level, but still provide in-
sightful discussions about the musical content of
the tracks contained in the album.
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MFCC TLM MTLMR VGGish Audioset MLM MIM
GTZAN (accuracy) 59.83% 77.60% 65.80% 85.9% 83.00% 73.80% 85.30%
Deezer (r2 score) 7.18% 18.58% 9.60% 20.65% 18.38% 14.58% 16.45%

Table 1: SVM evaluation using the Music Representations extracted

2 Background and Related Work

Textual Representation Learning - The use of
Transformers (Vaswani et al., 2017) paired with a
language modeling objective is the current state-
of-the-art for most NLP tasks. Models such as
BERT and similar are effective for NLP tasks and
critically they demonstrate strong transfer learning
effectiveness (Devlin et al., 2018). We use this as
the base for our text-based representations.

Music Representation Recent work by Kim
et al. (2019) explores deep representation learning.
They apply multi-task transfer learning to test the
impact on multiple tasks showing an improvement
in effectiveness when pre-training on additional
external tasks. Similar work on music represen-
tations and transfer learning is (Choi et al., 2017).
They demonstrate the potential for pre-training on
music tagging to create effective latent representa-
tions. Recent work with Transformers for mono-
phonic music by Huang et al. (2018) begins to ad-
dress scalability issues. In contrast, we propose
representations that generalize to polyphonic mu-
sic and raw audio.

Multi-modal Representation This work is in-
spired by multi-modal representations in the field
of Computer Vision, and specifically VisualBERT
(Li et al., 2019). They develop a model that uses
ImageNet concepts to encode the key-points of an
image, and train BERT to translate these visual
vectors into a textual description. We propose us-
ing both encoded audio and audio concepts as a
semantic representation. Instead of ImageNet, we
use AudioSet (Gemmeke et al., 2017), a concept
detector for general audio. Our early results find
that more work is needed in developing an ontol-
ogy specific to music.

3 Method and Preliminary Experiments

In this section we discuss the methods we use in-
cluding the low-level music encoding and train-
ing objective. For low level encoders for our ex-
periments use a word embedding layer as textual
encoder, and the VGGish (Hershey et al., 2017)
model for the music encoder.

To train this model on music data, we experi-
ment with three different pre-training approaches.
A Masked Language Modeling algorithm, a Mu-
tual Information Maximization algorithm taken
from van den Oord et al. (2018) and a standard
classification task on the AudioSet ontology (Gem-
meke et al., 2017). The first algorithm uses a re-
construction loss after masking some of the music
vectors. The second instead aims at maximizing
the Mutual Information between the music vectors
and the multi-modal representations. The last one
is just a multi-label classification of sound events.

Results To evaluate the obtained representa-
tions, we use standard music tasks, and evaluate
the representations using them in an Support Vec-
tor Machine (SVM) on the latent space for each
target, following Choi et al. (2017). We evaluate
on the GTZAN (Tzanetakis and Cook, 2002) and
Deezer (Delbouys et al., 2018) datasets.

We report the results of our initial experiments
in table 1. The results show, VGGish provides
a strong representation, and the MIM and MLM
training hurt effectiveness. We also provided the
results for three baselines. One using the standard
MFCCs (Muda et al., 2010), one base on (Choi
et al., 2017) (TLM) and one base on (Kim et al.,
2019) (MTLMR).

We found that the VGGish encoder output has
very limited variability across time and this makes
it much more challenging for the model to be ef-
fectively trained. Also, there is a blurring effect
on the vectors across time caused by the soft-max
self-attention. This suggests that using sparse-
attention could improve the model effectiveness.

4 Conclusion

We motivate the need for a multi-modal repre-
sentation space and its application to natural lan-
guage music conversation. We introduce the Mu-
sicBERT model to tackle this problem and present
preliminary results on standard music tasks. Our
goal is to advance the capabilities of current mod-
els and enable them to integrate music and text to-
gether in new and more effective representations
that generalize to complex tasks.
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Rémi Delbouys, Romain Hennequin, Francesco Pic-
coli, Jimena Royo-Letelier, and Manuel Moussal-
lam. 2018. Music mood detection based on audio
and lyrics with deep neural net. In ISMIR.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing.

Jort F. Gemmeke, Daniel P. W. Ellis, Dylan Freedman,
Aren Jansen, Wade Lawrence, R. Channing Moore,
Manoj Plakal, and Marvin Ritter. 2017. Audio set:
An ontology and human-labeled dataset for audio
events. In Proc. IEEE ICASSP 2017, New Orleans,
LA.

S. Hershey, S. Chaudhuri, D. P. W. Ellis, J. F. Gem-
meke, A. Jansen, R. C. Moore, M. Plakal, D. Platt,
R. A. Saurous, B. Seybold, M. Slaney, R. J. Weiss,
and K. Wilson. 2017. Cnn architectures for large-
scale audio classification. In 2017 IEEE Interna-
tional Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 131–135.

Cheng-Zhi Anna Huang, Ashish Vaswani, Jakob
Uszkoreit, Noam Shazeer, Curtis Hawthorne, An-
drew M. Dai, Matthew D. Hoffman, and Douglas
Eck. 2018. An improved relative self-attention
mechanism for transformer with application to mu-
sic generation. CoRR, abs/1809.04281.

Jaehun Kim, Julián Urbano, Cynthia C. S. Liem, and
Alan Hanjalic. 2019. One deep music representation
to rule them all? a comparative analysis of different
representation learning strategies. Neural Comput-
ing and Applications.

Liunian Harold Li, Mark Yatskar, Da Yin, Cho-Jui
Hsieh, and Kai-Wei Chang. 2019. Visualbert: A
simple and performant baseline for vision and lan-
guage.

Lindasalwa Muda, Mumtaj Begam, and I. Elamvazuthi.
2010. Voice recognition algorithms using mel fre-
quency cepstral coefficient (mfcc) and dynamic time
warping (dtw) techniques.
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Abstract

Music autotagging has typically been formu-
lated as a multi-label classification problem.
This approach assumes that tags associated
with a clip of music are an unordered set. With
recent success of image and video caption-
ing as well as environmental audio caption-
ing, we we propose formulating music auto-
tagging as a captioning task, which automat-
ically associates tags with a clip of music in
the order a human would apply them. Under
the formulation of captioning as a sequence-
to-sequence problem, previous music autotag-
ging systems can be used as the encoder, ex-
tracting a representation of the musical audio.
An attention-based decoder is added to learn to
predict a sequence of tags describing the given
clip. Experiments are conducted on data col-
lected from the MajorMiner game, which in-
cludes the order and timing that tags were ap-
plied to clips by individual users, and contains
3.95 captions per clip on average.

1 Introduction

Music autotagging has been well studied in mu-
sic information retrieval at ISMIR. From machine
learning to deep learning, the community has wit-
nessed progress over the past decade on this task,
with new methods (Choi et al., 2016), new model
architectures (Yan et al., 2015; Liu and Yang, 2016;
Ibrahim et al., 2020; Wang et al., 2019), and new
data sets (Law et al., 2009; Bogdanov et al., 2019).

Most studies in content-based autotagging focus on
automating the feature extraction to create better
representations of music.

What seldom changes, however, is the formula-
tion of the task as a multi-label classification prob-
lem (Tsoumakas and Katakis, 2009): treating tags
associated with a clip of music as an unordered set.
This formulation focuses on correlations between
tags, but when a user listens to a clip and provides
a sequence of tags, the user expresses his or her lis-
tening experience. What is the most “ear-catching”
element? What is unexpected? Does this clip fea-
ture an instrument or style? These questions cannot
be answered under the multi-label classification for-
mulation for music autotagging.

One reason for this formulation is the datasets
available for music tagging research, such as Mag-
naTagATune (Law et al., 2009) and the Million
Song Dataset (Bertin-Mahieux et al., 2011). We
base the current study on a new analysis of the
data collected by the MajorMiner tagging game
(Mandel and Ellis, 2008), which includes sequen-
tial information. In this game, players supply tags
in a particular order and get immediate feedback
about the relevance of their tags, further increasing
the importance of understanding tag order.

Our switch from multi-label to sequential cap-
tions follows similar switches in image and video
captioning (Staniute and Šešok, 2019; Chen et al.,
2019) and deep learning for acoustic scene and
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Figure 1: The system uses a sequence-to-sequence
model to map mel spectrograms to sequences of tags.
The encoder and decoder can be replaced with archi-
tectures such as 1D-CNN, 2D-CNN (Choi et al., 2016),
MusiCNN (Pons et al., 2017), GRU, LSTM

Training captions per clip
One Multiple

Encoder Decoder B1 B2 B1 B2

1D CNN LSTM 9.5 02.2 38.5 38.5
2D CNN LSTM 10.9 18.3 39.3 48.4
2D CNN GRU 10.0 19.7 — —

MusiCNN LSTM 12.8 23.1 45.8 54.0
MusiCNN GRU 12.9 23.1 — —

Table 1: Results on the test set based on the best valida-
tion epoch of each model. B1 and B2 stand for BLEU1
and BLEU2, measured in percent.

event captioning. Drossos et al. (2017) presented
the first work of audio captioning, focusing on iden-
tifying the human-perceived information in a gen-
eral audio signal and expressing it through text
using natural language. The current paper expands
this audio captioning approach to the area of music
autotagging.

Following these typical captioning models, we
use the encoder-decoder architecture with attention
mechanism, as shown in Figure 1. We compared
three encoders and two decoders, all combined us-
ing vanilla attention (Bahdanau et al., 2014). The
2D-CNN for autotagging is from (Choi et al., 2016)
and the MusiCNN is from (Pons et al., 2017). We
remove the final prediction layer and use the fi-
nal embedding as the feature fed into the decoder.
For the decoder, we compare the most common
two choices in image captioning and video cap-
tioning: RNN-GRU and LSTM. All models are
trained using teacher forcing with cross-entropy of
the predicted tag as their loss. It is not attempted in
this paper to propose new captioning architecture
but to draw awareness of the potential and benefits
to re-define music autotagging task leveraging the
advancement in NLP.

2 Related Work

Several papers have explored the co-occurrence
relationships between tags: Miotto et al. (2010)
present one of the early works that explicitly used
tag co-occurrence modeled by a Dirichlet mixture.
Shao et al. (2018) modeled the tag co-occurrence
pattern of a song via Latent Music Semantic Analy-
sis (LMSA). Larochelle et al. (2012); Mandel et al.
(2010, 2011a,b) utilized tags alone to build a con-
ditional restricted boltzmann machine and hence
demonstrated the value of tag-tag relationships in
predicting tags.

Recent works such as (Choi et al., 2018) dis-
cussed the effect of tags from the perspective of
mislabeling under the theme of multi-label classifi-
cation.

Following (Drossos et al., 2017), Gharib et al.
(2018) also first applied domain adaptation tech-
niques as used in NLP to scene classification.
Drossos et al. (2019) added language modeling for
sound event detection. Ikawa and Kashino (2019)
used a captioning model to describe environmental
audio. They proposed an extension to the standard
sequence-to-sequence model in the captioning task
by adding a controllable parameter, specifying the
amount of context to provide in the caption.

Multi-label classification is a challenging and
important task not only in music information re-
trieval but also in field such as document catego-
rization, gene function classification and image
labeling. In image labeling, Wang et al. (2016) has
demonstrated the effectiveness of using RNNs to
learn correlation among labels. However, what we
propose is not only to learn the label correlations,
but also capture user experience with music from
the order of tags.

3 Dataset: MajorMiner

Guided by the goal of multi-label classification,
most datasets do not retain or make available in-
formation about the ordering of tags by users. Ma-
jorMiner (Mandel and Ellis, 2008) is a web-based
game1 that naturally collects this information. Par-
ticipants describe 10-second clips of songs and
score points when their descriptions match those of
other participants. Users are given the freedom to
use any tag they want, but the rules were designed
to encourage players to be thorough and the clip
length was chosen to make judgments objective

1http://majorminer.org/
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MusiCNN+LSTM Human

Figure 2: Bleu score distribution of validation data set using (a) the best epoch of MusiCNN + LSTM model and
(b) inter-annotator BLEU score, both with multiple captions per clip.

and specific.
As required by the captioning task, one sample

consists of a pair consisting of one audio clip and
one corresponding caption provided by one user.
The MajorMiner game is designed to collect se-
quences of tags describing a clip one tag at a time
from a user. A sequence of tags is collected, which
are ordered by time stamps, and act as a caption.
By design, one clip is frequently heard by several
different users (this is the only way that any of
them may score it). Hence, one clip will receive
several captions. This fits into the multi-reference
scenario (Papineni et al., 2002) that is often encoun-
tered in NLP, for example, in machine translation,
where one source sentence has many valid transla-
tions into another language.

Caption data is pre-processed through case fold-
ing, removal of punctuation, and porter stemming.
Sequences of tags, which get validity confirmed,
are normalized and canonicalized. The longest
tag sequence for a single clip is 30 tags. The
total tag vocabulary is 984. Clips are randomly
partitioned into train/valid/test set in the ratios of
75%− 15%− 10%.

Log mel spectrograms with 96 mel bins are
used as input for all models. With sample rate
12,000 Hz, the length of the FFT window is 512
samples (42 ms), and 256 samples between succe-
sive frames (21 ms). Each 10-second clip becomes
a 469× 96 matrix.

4 Experiments and Analysis

A series of experiments is carried out, pairing three
encoders, 1D CNN, 2D CNN, MusiCNN, and two
decoders, GRU and LSTM, under two settings, mul-
tiple captions per clip and one caption per clip, as
shown in Table 1. BLEU1 and BLEU2 are used to
evaluate each model’s ability to capture tag orders.

Figure 3: Prediction examples from the best epoch of
the MusiCNN + LSTM model. Examples are from the
validation set.
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Other metrics that are standard in music autotag-
ging will be used in future work. The reason to cre-
ate two caption settings is that, while there are mul-
tiple captions per clip, this potentially complicates
training a model. Thus, our initial experiments are
restricted to a single caption per clip where that
caption is selected at random from those applied
to that clip. In the multi-caption-per-clip scenario,
if a clip received four captions, it is presented in
four caption-clip pairs in training, one with each
caption. Yet, in the calculation of BLEU scores, all
four reference sequences are used for the one clip.

MusiCNN provides both a waveform-based front
end and spectrogram-based front end. We use the
spectrogram-based front end to make fair compar-
isons with other encoders. MusiCNN used in this
paper has the same configuration as in music auto-
tagging papers (Pons et al., 2017). The 2D CNN
used in this paper has six layers of 2D convolu-
tion, each followed by batch normalization and 2D
max pooling. We also compare a 1D-CNN as an
encoder in an attempt to retain more temporal infor-
mation. This is out of the consideration that some
tags appear only at some time steps. In the 1D-
CNN, the frequency axis of the mel-spectrogram
is taken as the “channel” so that convolutions are
computed along the time axis only. The 1D CNN
used in this paper has six layers of 1D convolu-
tion, each followed by batch normalization. Both
2D and 1D CNN use 256 filters and ReLu at each
convolution layer. Both GRU and LSTM decoders
have only one layer of RNN followed by two fully
connected layers. All models use sparse categor-
ical cross-entropy as loss function and Adam as
optimizer.

We create a naı̈ve baseline for the multi-
captioning setting by predicting the top k most
popular tags for all clips. This evaluates the amount
of information our models are learning beyond fre-
quency. Figure 4 shows that this baseline’s best
performance is to use top three most frequent tags,
which achieves a BLEU1 of 0.49 and a BLEU2 of
0.086. This BLEU1 is comparable to our model,
but the BLEU2 is much lower. A better baseline for
BLEU2 might apply the most common sequence
of bigrams. This will be evaluated in future work.

5 Results

The upper bound on the performance of our model
is the inter-annotator agreement. Thus, we mea-
sure the BLEU score of our ground truth captions

Figure 4: Average validation BLEU score for baseline
selecting the k most popular tags for all clips with mul-
tiple captions per clip.

with relation to the other captions of the same clip.
We find that the average BLEU1 in this case is
0.53 and the average BLEU2 is 0.09. Surpris-
ingly, this is far below that of our best model
MusiCNN+LSTM. Beyond the mean, the distri-
bution of inter-annotator BLEU scores is shown
in Figure 2(b). Comparing with Figure 2(a), the
BLEU score distribution for human tag sequences
is smoother and unimodal. This helps to understand
why our training/validation BLEU score curve im-
proves very slowly.

To further analyze our results, Figure 2(a) shows
a histogram of BLEU1 and BLEU2 scores for the
MusiCNN+LSTM model. As can be seen, there is
high variability in performance across clips with
some having very high scores and some very low
scores. This phenomenon may be because tags
such as “guitar” are quite frequent and heavily in-
fluence the model training, leading to better perfor-
mance on samples where those tags are relevant.
Dealing with imbalances in word frequencies is a
common issue in NLP, but we leave it for future
work.

Figure 3 shows example annotations, spectro-
grams, and predictions from the MusiCNN+LSTM
model on two example clips. It shows that the
model is able to capture general genre information
but lacks the nuance of the human annotations.

6 Conclusion and Future Work

The paper demonstrates the promise of formulat-
ing music autotagging as a captioning task. It also
opens up new possibilities for music autotagging.
More advanced NLP techniques such as Transform-
ers (Vaswani et al., 2017; Zhou et al., 2018; Yu
et al., 2019) and Masked Language Model pre-
training (Devlin et al., 2018) could be utilized to
enhance the performance of a language model for
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music. There is still more information in the se-
quence of tags that are applied to a clip that we are
not using, such as the temporal locality of tags such
as “clap.” As pointed out in the recent audio cap-
tioning work (Çakır et al., 2020), the distribution of
words in captions is a significant challenge. Future
work will also address the issue of very frequent
yet less useful tags.
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Abstract

In music information retrieval, genre recog-
nition is the task of automatically assigning
genre labels to a given piece of music. Ap-
proaches for this typically employ machine
learning models trained on content features ex-
tracted from the audio. Relatively little atten-
tion has been given to using textual features
based on a song’s lyrics to solve this task. We
therefore investigate how well such lyrics fea-
tures work for the task of genre recognition by
training and evaluating models based on vari-
ous sets of well-known textual features com-
puted on song lyrics. Our results show that
textual features produce accuracy scores com-
parable to audio features. Further, we see that
audio and textual features complement each
other well, with models trained using both
types of features producing the best accuracy
scores. To aid the reproducibility of our re-
sults, we make our code publicly available.

1 Introduction

Genre recognition is the task of automatically de-
tecting the genre(s) of a given piece of music and
often relies on audio features describing the song,
including spectral, rhythmic, and tonal features.
On the other hand, comparatively little work ex-
ists on the effectiveness of lyrics features to build
genre recognition models, especially looking into
different types of lyrics features.

Ying (2012) looked into using part-of-speech
(POS) information calculated on lyrics to detect
genre and mood labels for songs. They used
a dataset of 600 songs and trained three differ-
ent machine learning models—k-nearest neigh-
bour, naive Bayes, and support vector machines
(SVM)—to determine how well these POS fea-
tures perform for genre and mood detection.
Tsaptsinos (2017) used a hierarchical recurrent

?Authors contributed equally to this work.

neural network model taking word embeddings
of raw lyrics as input to predict genres. They
performed experiments with 20 and 117 differ-
ent genres on a dataset of around 450,000 songs
and achieved accuracies of 46.42% and 49.50%,
respectively. Fang et al. (2017) investigated the
effectiveness of various textual features for genre
recognition and release date estimation, focusing
on discourse-based features, as opposed to fea-
tures which only take into account single sen-
tences. They found that discourse-based fea-
tures were effective for genre recognition. Mayer
et al. (2008) used features capturing the song’s
rhythm and features reflecting the structure and
statistics of rhymes, tf-idf, and POS, to train kNN,
naive Bayes, and SVM algorithms on two datasets
with 600 and 3010 songs, respectively. McKay et
al. (2010) used a meta-learning based algorithm to
predict the genre of songs, by training the algo-
rithm on individual and on combinations of sym-
bolic, lyrical, audio, and cultural features of 250
songs. The results of Mayer et al. and McKay et
al. suggest that combining feature groups can im-
prove results compared to training on individual
feature groups.

In this paper, we perform a study on the effec-
tiveness of various widely used textual features,
computed on song lyrics, for genre recognition.
We use the ALF-200k dataset (Zangerle et al.,
2018) of songs with English lyrics and add genre
information to the songs contained in that dataset
via the Last.fm API1. We then train machine learn-
ing models on the genre recognition task using
various sets of widely used textual features and
multiple different machine learning models, to de-
termine how well the different types of features
perform for genre recognition.

1https://www.last.fm/api/
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Genre #Songs Genre #Songs

alternative 6,828 jazz 1,147
blues 1,101 metal 2,542
country 1,861 pop 7,861
dance 1,539 punk 1,564
electronic 2,677 rap 1,662
funk 791 rnb 1,556
hip hop 2,459 rock 17,234
indie 7,405 soul 2,710

Table 1: Number of songs per genre in our dataset.

2 Dataset

To perform our experiments, we require a col-
lection of song lyrics for a sufficiently large set
of songs. Our choice fell on the ALF-200k
dataset (Zangerle et al., 2018). This dataset pro-
vides lyrics-based textual features for a collection
of around 200,000 songs. Since we also require
raw song lyrics for our experiments, we down-
loaded those using the code provided by ALF-
200k. Further, we removed duplicates from the
ALF-200k dataset based on artist and title where
we kept the first occurrence of these songs.

In addition to lyrics, we also need genre la-
bels for the songs in our dataset. As ALF-200k
does not provide those, we obtained these via the
Last.fm platform. For this, we used the API to
search for the songs in our dataset based on their
artist and track names, and retrieved the assigned
tags from Last.fm. To get genre labels from those
tags, we take the 40 most common tags and then
only keep tags that represent genres. Additionally,
we manually group sub-genres into parent genres
based on suffix (e.g., if a song is tagged as alterna-
tive rock, we assign the genre label rock to it), re-
sulting in 16 different genres as shown in Table 1.

Ultimately, we end up with a dataset consisting
of 35,045 songs (songs which we did not find on
Last.fm were removed) and 16 genre labels. Addi-
tionally, the dataset also contains 50 pre-computed
textual features per song, taken from ALF-200k,
and 10 audio features. The number of songs per
genre in our dataset can be seen in Table 1. Note
that, as the genre labels are not mutually exclusive,
multiple genres can be assigned to a single song.

3 Methods and Experiments

To determine the effectiveness of different types
of textual features for the task of genre recogni-

tion, and the extent to which those features com-
plement each other, we performed a range of ex-
periments using different types of features and ma-
chine learning models. In this section, we will first
provide details about the used features and ma-
chine learning models, and then elaborate on the
experimental setup.

3.1 Features

As mentioned in Section 2, the ALF-200k dataset
contains 50 pre-computed textual features and
10 audio features. We used those features and
grouped them into five categories (the exact list
of features for each category can be found in the
code2):

• rhymes: This group contains features de-
scribing the rhymes contained in the song
lyrics. This includes features like rhymes
per line, rhyme density, number of perfect
rhymes etc. Those features were taken from
ALF-200k, for which they were computed
using the rhyme analyzer tool of Hirjee and
Brown (2010). In total, there are 15 features
in this group.

• statistical: This group contains statistical
text features computed over the full text of
a song’s lyrics. Examples of features in this
group include token count, line count, stop-
word ratio, proportion of novel words, ratio
of lines that are repeated, etc. In total, there
are 31 features in this group.

• statistical time: This group contains statis-
tical text features that are computed over a
song’s duration. Overall, there are three fea-
tures in this group: words per minute, char-
acters per minute, and lines per minute.

• explicitness: This group contains only a sin-
gle feature, which is a binary label, as given
by the Spotify API3, indicating whether a
song’s lyrics are explicit or not.

• audio: This group consists of ten high-level
audio features such as acousticness, dance-
ability or tempo, taken from the ALF-200k
dataset, for which they were obtained via the

2https://github.com/dbis-uibk/
NLP4MusA2020

3https://developer.spotify.com/
documentation/web-api/
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Spotify API. We use these features for an
audio-based baseline for our experiments.

In addition to those five feature groups contain-
ing features stemming from the ALF-200k dataset,
we computed the following two additional types of
features using the raw lyrics texts of the songs in
the dataset with no further pre-processing:

• tf-idf: We computed tf-idf vectors over n-
grams (uni- to trigrams) on the raw lyrics
texts. To limit the length of the resulting fea-
ture vector, we only considered the top 2,000
most frequent n-grams.

• lda: We also computed feature vectors us-
ing Latent Dirichlet Allocation (LDA) (Blei
et al., 2003), to capture the topics expressed
in the lyrics. We used topic vectors with 25
components (i.e., topics) for our experiments.

3.2 Models

We employed multiple different machine learn-
ing algorithms to determine how well the feature
groups described in Section 3.1 perform for infer-
ring a song’s genres. This was done to be able to
quantify how well the features perform, indepen-
dent of the concrete machine learning model used.
In total, we used five different models: k-nearest
neighbors (kNN), random forests (RF), forests of
extremely randomized trees (ET) (Geurts et al.,
2006), support vector machines (SVM), and a self-
normalizing neural network model (NN) (Klam-
bauer et al., 2017). For all those models, we per-
formed grid searches with five-fold cross valida-
tion to find well-performing parameter settings.

For kNN, RF, ET, and SVM, we used the imple-
mentation provided in scikit-learn4. For the neural
model, we used a simple feed-forward architecture
with two hidden layers (both with either 32 or 64
units), both of which use SELU activation and an
alpha dropout of 0.1, as described by Klambauer
et al. (2017). The neural model was implemented
using TensorFlow5.

3.3 Experimental Setup

As a first step, we computed a random baseline,
which assigns every song to every genre with uni-
form probability (i.e., every given genre has 50%
probability of being assigned to a given song).

4We used version 0.23.1 for our experiments.
5We used version 2.2.0 for our experiments.

Following that, we calculated a baseline by train-
ing and evaluating all of the models described
in Section 3.2 on the audio feature group. This
makes it possible to compare the performance of
models using only textual features to models us-
ing only audio features.

Then we evaluated the same models on all other
text-based feature groups described in Section 3.1
individually for every feature group. Lastly, since
we were also interested in seeing how well the tex-
tual features complement each other, and how well
textual features can complement audio features,
we evaluated our machine learning models on (1) a
combination of all text-based features groups, and
(2) a combination of all text-based feature groups
plus audio. As mentioned before, all our experi-
ments were performed using five-fold cross vali-
dation using the provided methods of scikit-learn.

4 Results

For our evaluation, we used the F1 score, and
since our task is a multi-label problem with an
imbalanced distribution of labels, we used macro-
averaging to calculate the reported scores.

A summary of the results is given in Table 2,
where we depict the F1 score for every combina-
tion of feature group and machine learning model.
In every case the reported results are taken from
the best model parametrization identified by the
grid search. We used the score for the best per-
forming model since we want to determine the ef-
fectiveness of the textual features, independent of
the concrete machine learning model.

Comparing the random baseline to the results of
the other experiments, we observe that every sin-
gle feature group outperforms the random base-
line. We conclude that every proposed feature
group (textual feature groups or audio features)
carries useful information. The smallest difference
between the baseline and an actual feature group
is found for both rhymes and explicitness, which
both have a best F1 score of 0.179, compared to
0.156 for the baseline.

We also observe that only one textual feature
group achieved better results than audio features:
tf-idf, with a maximum F1 score of 0.310 com-
pared to 0.277 for the models using audio features.
The next best singular textual feature groups are
lda and statistical, with an almost identical score
of 0.233 and 0.231, respectively. The remaining
textual feature groups (rhymes, statistical time,
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Feature Group Extra Trees Neural Network Random Forest SVM kNN Best

uniform random — — — — — 0.156
audio 0.187 0.250 0.200 0.191 0.277 0.277

rhymes 0.107 0.105 0.116 0.179 0.157 0.179
statistical 0.166 0.199 0.169 0.193 0.231 0.231
statistical time 0.140 0.123 0.131 0.194 0.176 0.194
explicitness 0.077 0.089 0.077 0.179 0.063 0.179
tf-idf 0.141 0.310 0.152 0.211 0.203 0.310
lda 0.177 0.171 0.183 0.219 0.233 0.233

combined 0.156 0.334 0.162 0.214 0.237 0.334
combined + audio 0.155 0.371 0.166 0.220 0.233 0.371

Table 2: Summary of our experimental results. For every feature group or a combination thereof, and every
machine learning model, we report the F1 score of the best parametrization found by the grid search.

and explicitness) also showed comparable perfor-
mances, with scores of 0.179, 0.194, and 0.179,
respectively. We can also see that combining all
textual features (combined) leads to improved per-
formance compared to the best performing singu-
lar textual feature group (0.334 compared to 0.310
for tf-idf ). From this, we can conclude that the
different textual features capture orthogonal infor-
mation, and models can benefit from using all of
them as their input. Further, adding audio features
to the textual features (combined + audio) again
improves performance. This implies that textual
and audio-based features capture orthogonal infor-
mation and therefore, complement each other.

Lastly, inspecting the performance of individual
machine learning models, we observe that for the
models using singular feature groups, the best per-
forming machine learning models change between
feature groups, with kNN producing the best re-
sults for audio, statistical, and lda, SVM produc-
ing the best results for rhymes, statistical time,
and explicitness, and the neural model producing
the best results for tf-idf. For the combined fea-
ture sets, the best results are produced by the neu-
ral models. As tf-idf contains the largest number
of features, this could imply that the neural model
is best at handling a large number of (sparse) fea-
tures.

5 Conclusion

In this paper, we investigated the effectiveness of
textual features based on song lyrics for genre
recognition. We found that such features can be
used to train machine learning models which sig-
nificantly outperform a random baseline. We also

found that at least one type of textual feature,
namely tf-idf, outperforms a simple set of audio-
based descriptors.

We further looked into how well different tex-
tual features complement each other, and how well
they combine with audio features. We found that
combining all the textual feature types leads to a
significantly increased accuracy, and that adding
audio-based features boosted accuracy even more.

In future work, further combinations of fea-
tures, feature groups, and models should be con-
sidered. As we would have expected an increase
in performance for all models when joining com-
bined with audio, we were surprised to only see
that effect for the neural network model. To get
a deeper understanding for why this happens, it is
necessary to analyze the performance in more de-
tail. For example it seems to be valuable to analyze
the expressiveness of single features of individual
feature groups as well as different combinations
thereof. Further, since our results suggest that dif-
ferent machine learning models perform best for
different types of features, investigating the use of
an ensemble of models might be interesting.
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Abstract

Nostalgia has been defined as a bittersweet, so-
cial emotion, that is often induced through mu-
sic. In this paper, we examine how these may
be expressed in Japanese YouTube comments
of nostalgic (mid-2000s) and non-nostalgic
(recent) songs (music videos). Specifically,
we used sentiment analysis and Latent Dirich-
let Allocation (LDA) topic modeling to exam-
ine emotion word usage and broader themes
across comments. A gradient boosted de-
cision tree classifier was then able to clas-
sify nostalgic and non-nostalgic music videos
above chance level. This suggests that analy-
ses on video/music comments may be a possi-
ble method to quantify expressions of listener
emotions, and categorise musical stimuli.

1 Introduction

The last decade has seen a sharp increase
of nostalgia-related research in the psychology-
emotion literature. Nostalgia has been defined
primarily as a self-relevant emotion, in that the
self is experienced through narratives of autobi-
ographical events. Yet, it is also a social emo-
tion, in that these narratives also involve mem-
ories of social interaction, ultimately fostering a
sense of social connectedness (Tilburg et al., 2017,
2018; Reid et al., 2015; Vess et al., 2012). It
has been characterized as a bittersweet experience,
mixing feelings of pleasantness with appraisals of
irretrievable loss (Tilburg et al., 2018), particu-
larly in reflecting and savouring past social expe-
riences (Biskas et al., 2019). In music, it is often
induced by sadness (Taruffi and Koelsch, 2014),
and is stronger for music associated with reminis-
cence bumps (i.e., disproportionally recalled for
events in late adolescence and early childhood,
Krumhansl and Zupnick, 2013)

In this paper, we propose that since nostal-
gia has such distinct elicitors and appraisals, au-

tomatic classification of nostalgic popular songs
should be possible by analysing listener responses.
Here, we operationalise these responses as com-
ments on music videos in YouTube. We first use
unsupervised learning (topic modelling) and senti-
ment analysis to quantify comments into features,
and use supervised learning (gradient boosted de-
cision trees (GBDT, Friedman, 2001)) to clas-
sify comments belonging to nostalgic (old) mu-
sic videos, or non-nostalgic (recent) music videos
based on the identified topics and sentiment cate-
gories.

2 Related Work

In the field of Music Information Retrieval, social
media (Twitter posts) has been previously used
in the context of music entity recognition. Por-
caro and Saggion (2019) developed a method of
identifying aspects of broadcast classical music
through corresponding Twitter activity. For nos-
talgia and music, Timoney, Davis and Raj (2018)
mined 556 comments from YouTube music videos
from British hit songs between 1960 – 1970, and
found that nostalgic comments could be classi-
fied with 86% accuracy (from non-nostalgic com-
ments). This mirrors research from Davalos and
colleagues (2015), who found distinctive charac-
teristics of nostalgic posts on Facebook: nostal-
gic posts tended to have more reflective and emo-
tional content, tinged with mixed positive and neg-
ative elements. Our analysis adds to this body
of research, in that we seek to use classify com-
ments belonging nostalgic and non-nostalgic mu-
sic videos in Japanese.

3 Method

We first conducted an online pilot study, where
N(participants) = 342 participants rated one ran-
domly selected song (out of a total set of 20 songs)
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Track Artist Condition Year
No More Cry D-51 Nostalgic 2005
Kibun Jou Jou Mihimaru GT Nostalgic 2006
Goodbye Days YUI Nostalgic 2007
Sakura Naotaro Moriyama Nostalgic 2002
Wataridori [Alexandros] Non-Nostalgic 2015
Stay Tune Suchmos Non-Nostalgic 2017
Chocho Musubi Aimer Non-Nostalgic 2016
Himawari no Yakusoku Motohiro Hata Non-Nostalgic 2015

Table 1: List of songs per condition and release year. YouTube IDs for each video are available in our online
supplementary material.

on felt nostalgia. Each song received ratings from
approximately 10 participants. From this, we se-
lected 8 songs that scored the highest (and lowest)
on felt nostalgia via a single-item, 7-point Likert
scale. We defined nostalgic songs as songs that
were popular within Japan in the mid-2000s, that
likely induced nostalgia for those aged around 25-
35. Non-nostalgic songs were recently popular
songs released within the last 5 years (see Table 1).
We then identified 37 YouTube videos that corre-
sponded to these 8 songs and obtained a list of all
YouTube comments through the YouTube API via
the ‘tubeR’ wrapper in R (Sood, 2019). To ensure
the overall representativeness of our study, this
excluded videos that had less than 50000 views,
were not in Japanese, and collaboration videos.
Additionally, we filtered out exceptionally short
comments (that were deemed unsuitable for anal-
ysis), by excluding the shortest (25th percentile)
comments from the dataset. We also removed all
alphanumeric characters and non-Japanese text,
and tokenised the remaining Japanese comments
through the RMeCab (Ishida, 2018) wrapper for
the MeCab software (Kudo, 2005). This converted
Japanese terms and phrases into their simplest
(plain) forms, allowing for more consistency in
both topic modelling, and matching with the emo-
tion dictionary. We obtained a final N(comments)
= 710 (Nostalgic = 324, Non-Nostalgic = 386).
We obtain scores for emotion tags and LDA pos-
terior probabilities for all comments, and divided
them into training (0.6) and testing (0.4) sets. We
used GBDT (‘gbm’ package; Greenwell et al.,
2019, using the ‘caret’ wrapper; Kuhn, 2019) to
classify them as nostalgic or non-nostalgic, and
use partial dependency plots and variable impor-
tance measures to interpret these results. Note that
all analyses were conducted in R (R Core Team,
2019).

3.1 Text Analyses

For the sentiment analyses, we used the JIWC
emotion dictionary (Shibata et al., 2017). This
matched words to 7 emotion categories (happy,
sad, anger, surprise, trust, anxiety, hate/disgust;
fear was excluded) based on a translation of
Pluchik’s (1980) emotion wheel, and scores for
each comment (Sij) were a ratio of number of
emotion terms in each category (Wij), to the total
number of terms (tokens; Wi∗) in each comment:

Sij =
Wij

Wi∗
log(Wij + 1) (1)

For topic modelling, in order to reduce the bias
caused by human supervision, this study em-
ployed the unsupervised Latent Dirichlet Alloca-
tion (LDA; Blei et al., 2003). LDA identifies latent
topics from documents (in this case, comments),
through modelling the probabilistic distribution of
topics in a document, and words in topics. LDA
topic modelling with Gibbs sampling was con-
ducted used the ‘topicmodels’ package (Grun and
Hornik, 2011), and the number of topics was deter-
mined used the method described in Griffiths and
Steyver (2004), which uses the posterior probabil-
ity for each model (with varying numbers of top-
ics) from all words in the corpus of YouTube com-
ments. For each document, we used the resultant
probability distribution for each topic as features
in a classification model alongside the JIWC emo-
tion categories.

4 Results

A total of 14 topics were identified (see Fig-
ure 1; a list of top terms for all topics are
available in our online supplementary material:
https://osf.io/52abe/). These were combined with
scores from the 7 JIWC emotion categories and
word count, and fitted in a GBDT classification
model, for a total of 22 features. Parameter se-
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lection for the model was determined through 12-
fold cross validation on the training set, resulting
in n(trees) = 50 and interaction depth = 1. An
overall modest accuracy score of AUC = 0.60,
Mc Neymar p < .001 was achieved when fitted
on the test set. This suggested that the model
was weakly but significantly able to classify nos-
talgic and non-nostalgic songs based on YouTube
comments above chance-level. As such, we be-
lieve that small but significant differences exist be-
tween comments from nostalgic and non-nostalgic
songs.

To understand what these features were and how
they affected classification in nostalgic and non-
nostalgic songs, we interpreted the model through
permutation feature importance (PFI), and partial
dependence plots (PDP)s by the ‘iml’ (Molnar
et al., 2018) and ‘pdp’ (Greenwell, 2017) packages
(all PFI scores are available in our online supple-
mentary material: https://osf.io/52abe/). We insti-
tuted a cutoff of importance = 1.01 for PFI, which
selected 5 features of importance for interpreta-
tion. These were Topics 4, 1, 14, and 13, as well as
the JIWC-Happy emotion category. The PDPs re-
vealed that Topics 4, 1, 14, and Happy were higher
in nostalgic music comments, but Topic 13 dis-
played an inverted-U relationship.

Figure 1: LDA Model likelihood at different numbers
of topics for model selection.

5 Discussion

We labelled Topic 4 as ‘Bittersweet’, as it con-
tained words that expressed both happiness and
sadness, that appear self-directed and focused
(e.g., ’happiness’, ’tears’, ’self’, ’believe’, ’can-
do’, and ’find’). Topic 1 included several self-
directed, high-arousal words, such as ‘live (mu-
sic)’, ‘the best’, ‘favourite’, and ‘cool’, that we
labelled as ‘High-arousal’. Topic 13 consisted
of several words like ‘courage’, ‘sitting for en-
trance exams’, and ‘striving’, so we labelled it as
‘Entrance Exams’, and Topic 14 included words
like ‘good’, ‘family’, ‘children’, that we labelled
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Figure 2: PDPs for high importance features (topics):
the larger the probability (y-axis), the higher the prob-
ability of classification as nostalgic music. X-axis in-
dicates the posterior probability for each topic or JIWC
emotion category frequency scores
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as ‘Family’. These topics, as well as happiness-
related words, had an influence on the model in
classifying comments. However, Topic 13 ’En-
trance Exams’ displayed a somewhat inconsistent
relationship, in that the comments of low to mid
probabilities on that topic were more likely to be-
long to nostalgic songs, but comments which were
very low, and also high on that topic were from
non-nostalgic songs.

Nevertheless, we conclude that comments on
nostalgic songs had a greater likelihood of men-
tioning topics that related to bittersweet and/or
high-arousal emotions, and happiness. Further-
more, they included mentions of social memo-
ries (such as family), and to a certain extent, col-
lective memory (such as sitting for entrance ex-
ams - commonly considered a rite of passage in
Japanese youth). These appear to be consistent
with previously-identified appraisals and constru-
als of Nostalgia in past literature (Sedikides and
Wildschut, 2019; Tilburg et al., 2018)

However, we note the low classification ac-
curacy of the model. It is likely that newer,
more powerful models, like Latent Feature topic
modeling (LFTM) and Long Short-Term Mem-
ory (LSTM) neural network classifiers, and larger
sample sizes may increase the overall accuracy.
Nevertheless, we believe that the consistency in
interpretation with past literature adds validity to
our findings, in showing for a preliminary utility
in classification of emotional content of music by
listener comments. This may have potential ap-
plication areas such as music therapy, where ’nos-
talgic’ songs can potentially be categorised effi-
ciently and used in music-based dementia inter-
ventions (Tang et al., 2018). Our research also fo-
cused on Japanese comments for Japanese songs,
but future research can extend this to different cul-
tures and languages.
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