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Introduction

Welcome to the ACL 2020 Workshop on NLP for Conversational AI.

Ever since the invention of the intelligent machine, hundreds and thousands of mathematicians, linguists,
and computer scientists have dedicated their career to empowering human-machine communication in
natural language. Although the idea is finally around the corner with a proliferation of virtual personal
assistants such as Siri, Alexa, Google Assistant, and Cortana, the development of these conversational
agents remains difficult and there still remain plenty of unanswered questions and challenges.

Conversational AI is hard because it is an interdisciplinary subject. Initiatives were started in different
research communities, from Dialogue State Tracking Challenges to NIPS Conversational Intelligence
Challenge live competition and the Amazon Alexa prize. However, various fields within the NLP
community, such as semantic parsing, coreference resolution, sentiment analysis, question answering,
and machine reading comprehension etc. have been seldom evaluated or applied in the context of
conversational AI.

The goal of this workshop is to bring together NLP researchers and practitioners in different fields,
alongside experts in speech and machine learning, to discuss the current state-of-the-art and new
approaches, to share insights and challenges, to bridge the gap between academic research and real-
world product deployment, and to shed the light on future directions. “NLP for Conversational AI” will
be a one-day workshop including keynotes, spotlight talks, posters, and panel sessions. In keynote talks,
senior technical leaders from industry and academia will share insights on the latest developments of the
field. An open call for papers will be announced to encourage researchers and students to share their
prospects and latest discoveries. The panel discussion will focus on the challenges, future directions
of conversational AI research, bridging the gap in research and industrial practice, as well as audience-
suggested topics.

With the increasing trend of conversational AI, NLP4ConvAI 2020 is competitive. We received 27
submissions, and after a rigorous review process, we only accept 15. There are total 13 accepted regular
workshop papers and 2 cross-submissions or extended abstracts. The workshop overall acceptance rate
is about 55.5%. We hope you will enjoy NLP4ConvAI 2020 at ACL and contribute to the future success
of our community!

NLPConvAI 2020 Organizers
Tsung-Hsien Wen, PolyAI
Asli Celikyilmaz, Microsoft
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Mihail Eric, Amazon Alexa AI
Anuj Kumar, Facebook
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Rushin Shah, Google
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