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Abstract

In order to increase trust in the usage of
Bayesian networks and to cement their role
as a model which can aid in critical deci-
sion making, the challenge of explainability
must be faced. Previous attempts at explain-
ing Bayesian networks have largely focused
on graphical or visual aids. In this paper we
aim to highlight the importance of a natural
language approach to explanation and to dis-
cuss some of the previous and state of the art
attempts of the textual explanation of Bayesian
Networks. We outline several challenges that
remain to be addressed in the generation and
validation of natural language explanations of
Bayesian Networks. This can serve as a re-
search agenda for future work on natural lan-
guage explanations of Bayesian Networks.

1 Introduction

Despite an increase in the usage of Al models in
various domains, the reasoning behind the deci-
sions of complex models may remain unclear to
the end user. The inability to explain the reasoning
taking of a model is a potential roadblock to their
future usage (Hagras, 2018). The model we discuss
in this paper is the Bayesian Network (BN). A nat-
ural example of the need for explainability can be
drawn from the use of diagnostic BNs in the medi-
cal field. Accuracy is, of course, highly important
but explainability too would be crucial; the medi-
cal or other professional, for instance, should feel
confident in the reasoning of the model and that the
diagnosis provided is reliable, logical, comprehen-
sible and consistent with the established knowledge
in the domain and/or his/her experience or intuition.
To achieve this level of trust, the inner workings
of the BNs must be explained. Take for example
the BN presented in Kyrimi et al. (2020) for pre-
dicting the likelihood for coagulopathy in patients.
To explain a prediction about coagulopathy based
on some observed evidences, not only is the most
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significant evidence highlighted, but also how this
evidence affects the probability of coagulopathy
through unobserved variables.

While a very useful tool to aid in reasoning or
decision making, BNs can be difficult to interpret
or counter-intuitive in their raw form. Unlike de-
cision support methods such as decision trees and
other discriminative models, we can reason in dif-
ferent directions and with different configurations
of variable interactions. Probabilistic priors and
the interdependencies between variables are taken
into account in the construction (or learning) of the
network, making BNs more suited to encapsulate a
complex decision-making process (Janssens et al.,
2004). On the other hand, this linkage between
variables can lead to complex and indirect relation-
ships which impede interpretability. The chains of
reasoning can be very long between nodes in the
BN, leading to a lack of clarity about what infor-
mation should be included in an explanation. With
an automatic Natural Language Generation (NLG)
approach to explaining the knowledge represented
and reasoning process followed in a BN, they can
be more widely and correctly utilized. We will out-
line what information can be extracted from a BN
and how this has been used to provide explanations
in the past. It will be shown how this can be consid-
ered a question of content determination as part of
an NLG pipeline, such as that discussed by Reiter
and Dale (2000), and highlight the state of the art
in natural language explanation of BNs. This is the
first such review, to the best of our knowledge, that
focuses on explaining BNs in natural language.

2 Bayesian Networks

2.1 Overview

Bayesian Networks are Directed Acyclic Graphs
where the variables in the system are represented
as nodes and the edges in the graph represent the
probabilistic relationships between these variables
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(Pearl, 1988). Each node in the network has an as-
sociated probability table, which demonstrates the
strength of the influence of other connected vari-
ables on the probability distribution of a node. The
graphical component of a BN can be misleading; It
may appear counter-intuitive that the information
of observing evidence in the child nodes can travel
in the opposite direction of directed arrows from
parents to children. The direction of the arrows
in the graph are intended to demonstrate direction
of hypothetical causation; as such, there would be
no arrow from symptom to disease. Depending on
the structure of the chains connecting variables in
the network, dependencies can be introduced or
removed, following the rules of d-separation (Pearl,
1988). These rules describe how observing certain
evidence may cause variables to become either de-
pendent or independent, a mechanism which may
not be obvious or even intuitive for an end user.
Describing this concept of dynamically changing
dependencies between variables to a user is one of
the unique challenges for the explanation of BNs
in particular.

It is not only the graphical component of the
BNs which can invite misinterpretation; Bayesian
reasoning in particular can often be unintuitive;
the conditional probability tables themselves may
not be interpretable for an average user. Take the
example from Eddy (1982) from the medical do-
main where respondents involved in their study
struggled to compute the correct answers to ques-
tions where Bayesian reasoning and conditional
probability were involved. Examples are given by
Keppens (2019); de Zoete et al. (2019) of the use of
BN to correct cases of logical fallacy or to solve
paradoxes in the legal field. As these models can
provide seemingly counter-intuitive answers, the
provision of a convincing mechanism of explana-
tion is crucial.

2.2  What can be Explained?

There are several approaches to extracting and ex-
plaining information contained in BNs; A taxon-
omy was first laid out by Lacave and Diez (2002)
for the types of explanations that can be generated.
Explanations are said to fall into 3 categories.!

e Explanation of the evidence typically amounts
to providing the most probable explanation of
a node of interest in the network by select-

't should be noted that explanation here signifies what to
explain rather than how it should be explained
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ing the configurations of variables that are
most likely to have resulted in the available
evidence. In BNs this is often done by calcu-
lating the maximum a-posteriori probability
for the evidence. This can aid in situations
such as medical diagnoses and legal cases.

Explanation of the model involves describ-
ing the structure of the network and the re-
lationships contained within it. Unlike other
discriminative models such as decision trees,
prior probabilities and expert knowledge may
have been used to construct the BN and may
need to be explained. This can be used to pro-
vide domain knowledge for end users or for
debugging a model.

Explanation of the reasoning has the goal of
describing the reasoning process in the net-
work which took place to obtain a result. This
can also include explanations of why a certain
result was not obtained, or counterfactual ex-
planations about results that could be obtained
in hypothetical situations (Constantinou et al.,
2016).

There have been many methodologies suggested to
extract content that could be used to generate expla-
nations under all 3 categories (Kyrimi et al., 2020;
Lacave et al., 2007). It is crucial to consider the
target user when creating explanations of BNs. For
example, many previous explanations of BN to aid
in clinical decision support focused on explaining
the intricacies of the BN itself, which would be of
no interest to a doctor, rather than using the infor-
mation from the BN to offer relevant explanations
to aid in medical reasoning. On the other hand, ex-
planations that explicitly describe the model could
be useful for developers in the construction of BNs
and to aid in debugging when selecting the relevant
variables and structure of the model. While the
question of what to explain is highly important, so
too is how it is explained. This is why the extrac-
tion of information from a BN should be viewed as
the content determination stage as part of a larger
NLG pipeline. In the past, there has been a greater
emphasis placed on visual explanations of BN us-
ing graphical aids and visual tools, than with verbal
approaches (Lacave and Diez, 2002). This could
be due to the unawareness of the benefits of natural
language explanations or of the possibility of view-
ing the extraction of information from a BN as a
question of content determination for NLG.



3 Need for Natural Language
Explanation

If generated textual explanations are written for a
purpose and an audience, have a narrative structure
and explicitly communicate uncertainty, they can
be a useful aid in explaining Al systems (Reiter,
2019). In early expert systems, explanation was
considered a very important component of the sys-
tem and textual explanations were identified as a
solution for explaining reasoning to users (Short-
liffe and Buchanan, 1984).

Textual explanation was also identified as im-
portant for the explanation of Bayesian reasoning;
Haddawy et al. (1997) claimed that textual expla-
nation would not require the user to know anything
about BNs in order to interact with it effectively.
Many of the early textual explanations took the
form of basic canned text and offered very stiff
output. The developers of the early explanation
tools for BNs expressed a definite desire for a more
natural language approach, rather than outputting
numerical, probabilistic information, as well as fa-
cilities for interaction and dialog between user and
system (Lacave et al., 2007). The state of the art
at the time did not allow for the creation of such
capabilities for the system, and these challenges
have still not been sufficiently revisited with the
capability of the state of the art of today.

(1) The defendant is found not guilty.

(2) As a consequence of this, it is certain that the defendant is

charged.

There are two variables that help explain why the defendant

is charged as the likelihood of this event increases with the

probability that:

the defendant committed prior offences and

5) there is hard evidence supporting the defendant’s guilt.

(6) Either of these explanations makes the other less necessary
to explain that the defendant is charged.

(7) Therefore, an increase in the probability that the defendant
has committed prior offences has a consistently slight negative

(3)

e
[

effect on the probability that there is hard evidence supporting
the defendant’s guilt.

Figure 1: Example of explanation in legal domain from
(Keppens, 2019)

Figure 1 contains an example of a potential nat-
ural language explanation that could be generated
from a BN following the methodology in (Keppens,
2019). This explanation attempts to pacify feelings
of guilt in jurors. In the given example, members
of a jury may feel regret after, having returned a
verdict of not guilty, learning that the accused had
prior convictions. By fixing “non-guilty verdict”
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and “’prior convictions” as true in the network, the
explanation aims to convince a juror that a defen-
dant having prior convictions does not increase the
probability of the existence of hard evidence sup-
porting their guilt. While the clarity may suffer
due to the explanation in present tense of events
that have taken place in different timelines, this
example is a marked improvement on past textual
explanations of a BN. A narrative is created around
the defendant and vague, natural language is used
to create arguments to persuade the juror; much
more convincing than the common approach of
printing observations and probabilistic values.

4 Textual Explanations of BNs
4.1 State of the Art

Several of the earliest attempts of the explana-
tion of BNs were highlighted by Lacave and Diez
(2002).This includes early attempts to express
Bayesian reasoning linguistically and several sys-
tems with rudimentary textual explanations of the
model or its reasoning, such as BANTER, B2, DI-
AVAL and Elvira (Haddawy et al., 1994; Mcroy
et al., 1996; Diez et al., 1997, Lacave et al., 2007).
In many cases, the state of the art at the time was
deemed insufficient to provide satisfactory natural
language explanation facilities (Lacave et al., 2007)

More recently, the explanation tool for BNs de-
veloped by van Leersum (2015) featured a textual
explanation component. While opting for a linguis-
tic explanation of probabilistic relationships and
providing a list of arguments for the result of a
variable of interest, the language of the templates
used to create is more purely a description of the
BN rather than providing natural language answers
to the problem by using the BN. Such a style of
explanation would require a user to have a high
level of domain knowledge and even knowledge of
how BNs operate. In the legal domain, an approach
has been suggested to combine BNs and scenarios
which, if combined with NLG techniques, could be
used to create narratives to aid in decision making
for judge or jury (Vlek et al., 2016).A framework
is proposed by Pereira-Farifia and Bugarin (2019)
for the explanation of predictive inference in BNs
in natural language.

Keppens (2019) also described an approach to
the determination of content from a BN as part of
the NLG pipeline, using the support graph method
described by Timmer et al. (2017). It is then shown
how this content is trimmed and ordered at the high-



level planning stage. In order to implement the high
level-plan, sentence structures are generated at the
micro-planning stage.

BARD is a system created to support the collab-
orative construction and validation of BNs (Nichol-
son et al., 2020; Korb et al., 2020). As part of this
system, a tool for generating textual explanations
of relevant BN features was developed, with the
view that as BNs become highly complex, they
should be able to verbally explain themselves. The
tool implements “mix of traditional and novel NLG
techniques” and uses common idioms and verbal
descriptions for expressing probabilistic relation-
ships. The explanation describes probabilities of
target variables if no evidence is entered. When
evidence is entered, additional statements are gener-
ated about the evidence for the given scenario, and
how the probabilities in the model have changed as
aresult. There is also an option to request a more
detailed explanation also containing the structure
of the model, how the target probabilities are re-
lated to each other, the reliability and bias of the
evidence sources, why the evidence sources are
structurally relevant and the impact of the evidence
items on each hypothesis. The team aims to im-
prove and test the verbal explanations and to add
visual aids in the future. The system shows how
natural language explanations can be used in the
collaborative construction of BNs and this could be
extended to provide for a collaborative debugging
facility for an existing BN. The interactive expla-
nation capability could be expanded to allow for
natural language question and answering between
user and system.

A three level approach to the explanation of a
medical BN is suggested by Kyrimi et al. (2020)
where, given a target variable in the system, a list
of significant evidence variables, the flow of in-
formation through intermediate variables between
target and evidence and the impact of the evidence
variables on intermediate variables are explained.
The verbal output uses templates to create textual
and numerical information structured in simple bul-
let points.The small-scale evaluation of the expla-
nation by participating clinicians produced mixed
opinions.The explanations were evaluated based
on similarity to expert explanations, increase of
trust in model, potential clinical benefit and clarity.
The team acknowledged several limitations of the
study, and while failing to demonstrate an impact
on trust, they did show the clarity and similarity
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of the explanation to clinical reasoning, and that it
had an affect on clinician’s assessment.

4.2 Discussion and Challenges for Future
Work

There is still much work to be done to achieve
automatic generation of natural language explana-
tions of BNs. This includes further examination
of what information should be extracted from BNs
for explanatory purposes, and how that information
should be presented:

e Within the content determination stage, there
is still a lack of clarity about what information
from the BN is best to communicate to users.
Based on the communicative goals of an expla-
nation, and following the taxonomy for expla-
nation introduced by Lacave and Diez (2002),
the appropriate content should be extracted.
Furthermore, greater consideration should be
given to the goals and target of an explanation
in the planning stage.

The literature has focused on the content deter-
mination stage of the NLG process. There is
less work on the planning stages and less still
on realisation, particularly in real use cases or
domains.

It appears that the majority of verbal explana-
tion of BNs are generated by the gap-filling of
templates. This rigid approach does not lend
itself to the dynamic nature of BNs. Templates
are generally written in present tense which
can may lead to confusing explanations, as
the evidences are often observed in different
timelines. The dynamic generation of textual
explanation is not commonly considered and
we have been unable to find any corpus to train
a model for the explanation of BNs. Further-
more, to our knowledge no end-to-end NLG
approaches for generating textual descriptions
of BN from data have been presented in the
literature.

There are relatively few methods discussing
a story or narrative-style approach to explana-
tion. For BN, this approach seems to only
have been considered in the legal domain, de-
spite recognition as an effective means of ex-
planation in general (Reiter, 2019).

Past work on the linguistic expression of prob-
abilistic values is often not considered. Devel-



opers commonly opt to print numerical values
leading to less acceptable explanations.

There are several challenges related to enrich-
ing the potential for explanation in existing
and future BN systems:

Related work on enriching the ability for
causal inference with BNs would allow for
causal attributions in explanations, which is
clearer for people than the language of prob-
abilistic relationships (Biran and McKeown,
2017).

The desire expressed in the past for the ca-
pability of a user-system natural language di-
alogue facility has also not been addressed
(Lacave et al., 2007). This could be used as an
education tool for students, as suggested by
Mcroy et al. (1996). Users in non-technical
domains such as medicine and law may wish
to interact with Bayesian systems in the same
way they would with experts in their respec-
tive domains, getting comprehensible insights
about the evidences that support the conclu-
sions produced by a Bayesian model.

Natural language explanation methods could
be integrated with BN-based systems and
tools currently being applied successfully in
industry, such as those in healthcare technol-
ogy companies, to aid developers and increase
their value for end users (McLachlan et al.).

Finally, there is related work remaining in
order to sufficiently evaluate the output of any
explanation facility for a BN:

Many of the explanations that have been gen-
erated have not been comprehensively vali-
dated to be informative or useful. Intrinsic
and extrinsic evaluations should be conducted
both by humans and using state of the art auto-
matic metrics where appropriate. Determining
how best to evaluate textual explanations of a
BN will be a crucial component for their more
widespread use in the future (Barros, 2019;
Reiter, 2018).

It should be evaluated how natural language
explanations compare with visual explana-
tions and in which situations a particular style
(or a combination of both) should be favoured.
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5 Conclusion

It is clear that in the 1990’s and early 2000’s, there
was a desire for implementing an effective natural
language explanation facility for BNs. In many
cases, the previous attempts were deemed unsatis-
factory by their developers or evaluators, due to the
fact that the state of the art at the time limited their
ability to provide the kind of natural explanations
that they wished. This paper highlights several
challenges which should be revisited with state of
the art NLG capabilities and with the improved
ideas we now have of what should be provided in a
satisfactory explanation.
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