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Abstract
Demand for massive language resources is increasing as the data-driven approach has established a leading position in natural language
processing. However, creating dialogue corpora is still a difficult task due to the complexity of the human dialogue structure and the
diversity of dialogue topics. Though crowdsourcing is majorly used to assemble such data, it presents problems such as less-motivated
workers. We propose a platform for collecting task-oriented situated dialogue data by using gamification. Combining a video game
with data collection benefits such as motivating workers and cost reduction. Our platform enables data collectors to create their original
video game in which they can collect dialogue data of various types of tasks by using the logging function of the platform. Also, the
platform provides the annotation function that enables players to annotate their own utterances. The annotation can be gamified as
well. We aim at high-quality annotation by introducing such self-annotation method. We implemented a prototype of the proposed
platform and conducted a preliminary evaluation to obtain promising results in terms of both dialogue data collection and self-annotation.

Keywords: task-oriented dialogue, situated dialogue, data collection, gamification, dialogue act, annotation, Minecraft®

1. Introduction

Demand for massive language resources is increasing as
the data-driven approach using machine learning has es-
tablished a leading position in natural language process-
ing (NLP). The dialogue research is no exception to this
tendency. Due to the complexity of the human dialogue
structure and the diversity of dialogue topic, the data-driven
approach for dialogue research requires a large amount of
data (Ferreira et al., 2015) compared with other tasks like
named entity recognition and syntactic analysis. For the ef-
ficient collection of dialogue data in various domains, we
propose a collection platform using gamification. Particu-
larly we target collecting task-oriented dialogues.
Dialogue can be classified into two types: non-task-
oriented and task-oriented dialogues. The former has no
specific goal to achieve through dialogue; it is also called
chit-chat. Smooth continuation or just passing the time by
chatting is the “goal” of this type of dialogue. In contrast,
the task-oriented dialogue has a specific goal for dialogue
participants to achieve together through dialogue. Recently,
conversational assistants such as Apple’s Siri and Ama-
zon’s Alexa are gaining popularity. In the dialogue with
those systems, users usually have a specific goal, e.g. seek-
ing certain information such as a nearby restaurant. Aside
from the copyright issue, we could technically collect chit-
chat data by crawling chit-chat logs on the Internet. We can
also extract dialogue parts from existing texts, e.g. novels
and movie scripts. On the other hand, the same methods
are difficult to apply to the collection of task-oriented dia-
logues. Since the goal of the dialogue is given in advance
for the task-oriented dialogue, we hardly find the chit-chat
logs that are compatible with the goal on the Internet nor in
the existing texts. Therefore, individual environments were
set up according to the goal for collecting dialogue data in
the past.

Recently, crowdsourcing has become a popular method to
collect linguistic data, where non-expert anonymous work-
ers do small tasks for a small payment. As the crowd-

sourcing enables low-cost and rapid data collection, it has
been applied to various kinds of linguistic data (Sorokin
and Forsyth, 2008; |Snow et al., 2008;; [Lasecki et al., 2013}
Saeidi et al., 2018)). Dialogue data collection is no excep-
tion. However, collecting task-oriented dialogues by using
crowdsourcing needs to cope with several issues. The first
issue concerns the worker’s motivation. The workers are
told to complete the task through dialogue. Their motiva-
tion comes primarily from its reward instead of their intrin-
sic will to complete the task. The lack of intrinsic motiva-
tion might make the collected dialogue unnatural or irrel-
evant. Related to the motivation, eliminating low-quality
workers would be a problem of crowdsourcing in general.
Some workers try to obtain a reward at the lowest effort
regardless of the relevance of their responses (Vannella et
al., 2014} Radlinski et al., 2019). Secondly, Even though
crowdsourcing is cost-effective, i.e. being able to collect a
large amount of data at low cost, the cost rises as the amount
of data increases. Lastly, this is particularly problematic
in collecting human-human dialogues, arranging worker’s
schedule for making dialogue pairs is a crucial problem. In
many tasks that are submitted to the crowdsourcing system,
each worker works alone; therefore, they can do the task at
any time at any place they want. However, when we collect
human-human dialogues, a pair of workers must be online
at the same time. Manually scheduling a large number of
workers’ time slots is impractical. Even if the data collector
provides a scheduling system, workers might wait for their
partner for a long time or fail to find them (Lasecki et al.,
2013).

In this paper, we propose a data collection platform for task-
oriented dialogue using gamification. We aim to resolve the
crowdsourcing problems mentioned above by introducing
gamification into the platform. As the base of gamification,
we use Minecraf developed by Mojang. Minecraft pro-
vides a framework for chatting in a virtual world. Thus, as

"https://www.minecraft.net/
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a by-product, we obtain an environment for the situated dia-
logue where dialogue participants need to consider more di-
verse contextual information than the text-based dialogue,
e.g. spatial relations, deictic reference and gesture.

On this platform, we also propose an annotation method
where the participant annotates their own utterances. We
call this self-annotation. Dialogue data have been usually
annotated by a third party who has no relation with the
dialogue. There might be cases where the third party has
difficulties to understand the speaker intention completely
without being a dialogue participant. It will be particularly
the case in the situated dialogues where information flows
through various modal channels other than a linguistic one.
All of the information are not always available or easy to
access at the third-party annotation. The self-annotation
forces participants to achieve two different kinds of tasks:
the primary task to be achieved through dialogue and the
annotation to their utterances. This makes a multi-task that
leads to participant’s high cognitive load (Sweller, 1994).
To reduce their cognitive load, we apply gamification to the
self-annotation task as well. As there have been few studies
on such self-annotation method, we explore its possibility
through our platform.

2. Related Work

Several studies have shown the benefit of gamification in
data collection and annotation. The ESP game (von Ahn
and Dabbish, 2004} applied gamification to image annota-
tion with labels. In the ESP game, players can earn scores
by labelling images on the Internet with keywords, such
as “brown” and “bag” for a picture of a brown handbag.
This interactive system enabled the construction of labelled
image resources while people enjoy themselves playing a
game, without noticing that they are, in fact, doing an an-
notation task. They succeeded to gather more than ten thou-
sand players, who produced high-quality image labels and
showed the usefulness of gamification in annotation tasks.
Vannella et al. (2014) proposed video games for a vali-
dation task. They created games for the purpose of word
validation in extended WordNet synsets, where they com-
pared the data collected by crowdsourcing with the equiv-
alent collected from the games. They showed that game-
based validation leads to higher quality result at a lower
cost. These studies adopted gamification for the validation
and annotation of existing data, while we aim at collecting
new dialogue data by gamification.

There are several attempts at collecting dialogue data by
gamification. |Asher et al. (2016) implemented a chat sys-
tem on an online multi-player board game and constructed
a multi-party conversation corpus. The chat log was anno-
tated by novice and expert annotators. They labelled dia-
logue acts and discourse structure in the environment with-
out gamification. [Manuvinakurike and DeVault (2015)) pre-
sented a browser-game that collects spoken dialogue data
via crowdsourcing. The goal of this two-player game was
to identify a target image among eight pictures displayed on
each player’s screen. The aspect of dialogue collection was
gamified in these games. However, they cannot use their
games for other tasks. If they want to collect dialogue data
for other tasks, they have to implement a new game from

scratch. Our platform provides elementary functions for di-
alogue collection on top of Minecraft, which means that we
can utilise the original functions of Minecraft. This archi-
tecture decreases the implementation costs significantly.

3. Gamification

Gamification transforms a task into video games to reward
the workers (players) with entertainment. This practice has
attracted much attention in various areas until today.

3.1. Benefits

We expect several benefits of gamification for the collection
of task-oriented dialogue data. First, the game motivates
workers to do the task. Most crowdsourcing tasks, includ-
ing the creation of task-oriented dialogue data, motivate the
workers with payment. Since in these cases the requester
gives the worker a goal, the task is not necessarily what
workers would like to do. This might lead to unnaturalness
in the collected data, or the data might look like scripted.
On the other hand, a game with a goal that matches the
dialogue task can motivate workers to engage in the task
on their own volition (Flatla et al., 2011). It can attract
the workers with stories, graphics or by giving them vir-
tual rewards (game scores). Moreover, motivating workers
by entertaining them can reduce the number of lazy work-
ers (Vannella et al., 2014). These lazy workers have no in-
tention to do the task if there is no monetary reward for it;
moreover, the game can offer mechanics to automatically
repel players who do not follow the guidelines. For exam-
ple, some players might intentionally input invalid data, but
the system can filter them by simply making them “game
over”.

The second benefit is the monetary cost of data collection.
The cost of the dialogue data collection will not be pro-
portional to the size of the data. The cost of crowdsourc-
ing with monetary compensation increases depending on
the amount of tasks workers finished, requiring large sums
of money for the collection of big data. By publishing the
game for dialogue data collection on the Internet, we will
be able to gather huge amounts of data through game-play
interaction. This entails that the cost will not increase pro-
portionally to the amount of collected data. In other words,
we would be able to pay workers with “fun” instead of
money. The cost will depend not on the number of workers
and completed tasks but on designing the game. Creating a
game with a lightweight model can be cost-effective com-
pared to crowdsourcing with monetary compensation as the
data scale increases.

The third benefit concerns game design. Various video
games contain situations that requires the players to do sev-
eral actions simultaneously. In many cases, such multi-task
situations are intentionally created to entertain players. In
general, multi-tasking increases cognitive load, which de-
grades task performance (Sweller, 1994)). [Su (2016), how-
ever, suggested that gamification could reduce the cogni-
tive load in educational applications. Against these back-
grounds, we also gamify self-annotation by participants at
the same time of collecting dialogue data.
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Figure 1: An example of the player’s view in Minecraft.
Player 829 is holding an item (pickaxe) and standing under
the tree. The white nameplate is added afterwards and is
not displayed in the game.

3.2. Minecraft

Though gamification has several advantages, there are diffi-
culties in designing a game. The flexibility of the system is
crucial to make an adaptive data collection platform, but the
creation of a video game of this nature from scratch costs
too much. Furthermore, a gamified platform must be attrac-
tive enough to make the workers engaged in it. We avoid
this problem by using an existing game, Minecraft, a video
game developed by Mojang. Minecraft is a sandbox-type
game in which players can explore a virtual world made
of 3D blocks, and interact with the blocks, items and other
players. Figure [T] shows a snapshot of the in-game scene.
This game is suitable for a data collection tool for five rea-
sons.

(1) Minecraft does not have an explicit goal by itself; i.e.
users can set the game goal freely.

(2) Minecraft includes numerous types of blocks and
items that make it possible to create various situations.

(3) A “mod” culture is popular in the game. “Mod” comes
from “modification” and stands for an extension of
games created by unofficial developers. Using the
“mod” mechanism, we can extend the game system
to add functions for data collection.

(4) Minecraft is one of the most popular video games in
the world, with over 112 million active players. Abun-
dant players make the collection of large amount of
data easier.

(5) Minecraft is a multi-player game. Players from dif-
ferent locations can play in the same virtual world
through the Internet.

Minecraft has been gathering interest as a platform for var-

ious applications including virtual agents (Johnson et al.,|
2016} |Gray et al., 2019), human behaviour analysis (Miiller]
et al., 2015), and dialogue tasks (Dumont et al., 2016;

[Narayan-Chen et al., 2019). These studies showed the use-
fulness of Minecraft as a flexible platform.

4. Platform Architecture
4.1. Overview

Our platform provides a virtual world in which a specific
task is performed by players through dialogue and func-
tions to collect various information along with dialogue
logs. Players access to a Minecraft server run by the data
collector via their Minecraft client. All players start the
game in the lobby world, where they can apply for the task
and wait for other players. By default, the lobby world is
an empty place with no objects, but the data collector can
decorate it as needed by modifying the lobby world tem-
plate. The system automatically matches up the players in
the waiting queue to make pairs. This pairing function pro-
vides a powerful tool for scheduling players time slots as
we discussed in Section 1 . When a pair is made, the sys-
tem creates a task world, where the pair performs the spec-
ified task. The task world is created from the task world
template that is designed by the data collector for the task.
The data collector who is familiar with Minecraft can easily
build the task world template by assembling the Minecraft
blocks. They are not required special knowledge of pro-
gramming to create the world templates. Programming is
needed only when they modify the platform to add their
original functions. The system then sends the player pair to
the dedicated task world where they can start working on
the task.

There can be multiple task worlds simultaneously and they
are independent of each other, i.e. every event in a task
world is recorded independently from other task worlds.
Once the players finish the task, the system will send them
back to the lobby world and destroys their task world.

An overview of our platform is shown in Figure 2} The
platform consists of one Minecraft server run by the data
collector and multiple Minecraft clients used by the play-
ers. Both server and clients have extended functions, which
are realised by three modules: a task world manager, an an-
notation tool and a logger. The task world manager, named
TaskWorldMod, is used only on the server. The annotation
tool and the logger are implemented together as ChatAn-
notatorMod, which is used in both server and clients. The
detail of this function will be described in Section 5 .

Each module is implemented as a Minecraft Forge mod.
Minecraft Forge is an open-source API for extend-
ing Minecraft, which is a popular way to modify the
game (Gupta and Gupta, 2015). Forge enables us to ex-
tend the game system easily with Java codes, contributing
to the thriftiness of mod culture in the Minecraft commu-
nity. We are using version 1.12.2 of the API, which requires
the same version of Minecraft.

4.2. TaskWorldMod

TaskWorldMod is an implementation of the task world
manager for the server. This mod manages a pair of players
and their task world. It makes player pairs, creates task
worlds, and sends the players to their task world. The
player needs to apply to the system first in order to re-
ceive a partner. The system makes a pair in response to the
player’s demand. The task world is created from the task
world template that should be prepared by the data collec-
tor. Designing the task world template is the primary work
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Figure 2: An overview of the platform architecture

for the data collector, as the nature of the collected dia-
logues depends on the types of task worlds designed. Our
platform enables the data collector to implement a game
by defining a world by using Minecraft intrinsic editing
interface. The constructed world is converted to the task
world template. In comparison to creating a game from
scratch, our platform saves tremendous work. For instance,
the example described later in Section 6 were mostly made
by using Minecraft intrinsic functions except for the map
and the scoring mechanism that needed extra mods. As
we mentioned, however, creating new mods is popular in
the Minecraft community, and the documents and tools for
mod building is abundant.

Since the individual player pairs can perform the task in
their world independently from and simultaneously with
other pairs, the data collector can assemble dialogue data
efficiently. Moreover, since TaskWorldMod handles mak-
ing players pairs automatically, the data collector does not
have to worry about arranging the players’ schedules man-
ually.

5. Annotation
5.1. Self-annotation by Participant

In general, dialogue corpus annotation has been done by
third parties not involved in the dialogue. In many cases,
dialogue collection and annotation are distinct entities, i.e.
the creator of the dialogue data might not always expect
the data to be annotated in the first place (Serban et al.,
2015). However, these third-party annotators cannot al-
ways fully understand the speaker intention. They have to
guess the context or situation of the dialogue and possibly
mis-annotate due to the misunderstanding. Conversely, if
the speaker annotates their utterance by themselves, there
should be no misunderstanding. This is a definite advan-
tage of self-annotation by speakers. Also, the monetary
cost and time for creating an annotated dialogue corpus can

be reduced by performing the collection and annotation at
the same time. From these substantial benefits, we claim
that self-annotation is worth considering as an annotation
method. Despite the advantages of this method, there are
some disadvantages as well. As it is a multi-task where the
participants have to annotate while chatting and performing
the given specific task, the participant’s cognitive load will
increase. A high cognitive load reduces the annotator’s mo-
tivation and might degrade their annotation performance.
Nonetheless, as we described in Section gamification
might remedy this disadvantage. To validate the effective-
ness of self-annotation, we added a self-annotation function
to our platform.

5.2. Target annotation: Dialogue Act

The target of our annotation is the dialogue act of utter-
ances. The dialogue act is a representation of the speaker’s
intention for each utterance in dialogues. It is considered as
primary information for dialogue structure and is common
as an annotation label for such structure (Core and Allen,
1997; [Stolcke et al., 2000). Compared to other shallow in-
formation such as dependency and POS, the dialogue act is
more dependent on the annotator’s interpretation. Hence,
self-annotation should be more suitable for annotating the
correct dialogue acts than the shallow information men-
tioned above. On our platform, we created a simple label
set based on the ISO 24617-2 standard (Bunt et al., 2012)),
which is shown in Table[Il

The ISO standard label set is exhaustive and multi-
dimensional. We simplify it to eight labels for intro-
ducing annotation into the game. It is well known that
human’s short-term memory has a size of around seven
chunks (Miller, 1956). Considering this fact, we reduced
the number of dialogue act labels to eight. We tried to re-
duce the player’s cognitive load at the cost of granularity of
dialogue act categories.
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Dialogue Act Description

QUESTION An utterance to ask or confirm some-
thing to the partner.

REQUEST An utterance to make the partner do
something, or to show the speaker’s ac-
tion. Suggestion, request, instruction,
offer, and so forth.

GREETING An utterance to make the communica-
tion smooth. Includes self-introduction,
thanking or apology.

YES An utterance to tell agreement or con-
firmation.

NO An utterance to tell disagreement or dis-
confirmation.

CONVEY An utterance to tell information to the
partner, including an answer to a ques-
tion.

EXCLAMATION An utterance to express emotion, such
as “hooray” or “uhh”.

CORRECT An utterance to correct a mistake, such

as a misspelling, in the previous utter-
ances.

Table 1: The annotation label set of dialogue acts

5.3. ChatAnnotatorMod

Player4g4

Z|(®mE |% mE

Figure 3: Snapshot of the annotation tool. The bottom but-
tons are labelled with dialogue acts. Unannotated utter-
ances from the partner are coloured with yellow and un-
derlined. The white nameplates are added afterwards and
are not displayed in the game.

ChatAnnotatiorMod implements both the logger and anno-
tation tool functions as described in Section 4 . The anno-
tation tool extends the Minecraft chatting system and en-
ables us to annotate each utterance. The logger records ut-
terances and annotation event logs into the files. Due to a
technical reason, we implemented the logger in the same
mod as the annotation tool; the logger is used only in the
server, while the annotation tool is used in both server and
client. In the client, it works as a GUI system. A toolbar
is displayed above the native Minecraft chat interface, as
shown in Figure[3] When making an utterance, the speaker
needs to select a dialogue act from the buttons in the tool-
bar. The dialogue act selection is obligatory, i.e. the speaker
can not make their utterance without the dialogue act selec-

tion. Another player (hearer) can annotate the speaker’s
utterance in the dialogue history. When the hearer clicks
the unannotated speaker’s utterance in the dialogue history,
the array of the dialogue act buttons pops up above the se-
lected utterance. They can choose one of the dialogue acts
from the buttons. The annotated utterance changes its ap-
pearance from a yellow-coloured and underlined string to a
normal string in the dialogue history. Unlike the speaker,
the hearer’s annotation is optional. This allows the hearer
the freedom of choosing to respond to the speaker promptly
or to confirm the speaker’s intention through annotation.
Each dialogue act button contains both an icon and a short
label so that the players easily recognise the choice in order
to reduce their cognitive loads (Mayer and Moreno, 2003)).
The dialogue act buttons are hard-coded in the current ver-
sion, but we are planning to make it customisable so that
various kinds of annotation other than the dialogue act are
available.

On the server, the annotation tool checks the annotation sta-
tus of each utterance and shares it with the client so that
unannotated utterances are highlighted with yellow colour
and underline. It also issues an annotation event for each
time an utterance is annotated, to let other mods can cause
an action such as giving scores to the players. In addi-
tion, the annotation tool sends the utterance and annotation
event to the logger. The logger records the utterances and
event logs in real-time to the files in the server. Also, at
the time of the task world closing, it outputs the final result
of annotation constructed from the log to a file, which in-
cludes the content of the utterances, speaker’s annotation,
hearer’s annotation, speaker’s id with a timestamp. Dia-
logues and event logs in individual task worlds are inde-
pendently saved in different files.

6. Example: Mansion Task

As an example of the task to be performed on our platform,
we designed Mansion Task for the collection of dialogue
data. The purpose of this example task is to collect the co-
operative task-oriented situated dialogue with dialogue act
annotation at the same time of testing our proposed plat-
form. The task was inspired by Map Task
[1991)), which is a cooperative task that involves two partici-
pants: an instruction giver and an instruction follower. Each
participant has their own map, which is almost identical but
has some discrepancy. For instance, the maps have different
labels for the same landmark, and landmarks appear only in
one of the maps. The most significant difference between
the maps is that a route is marked only in the giver’s map.
The goal of the task is to replicate the giver’s route in the
follower’s map only through dialogue.

Map Task is an asymmetric task where participants have
different roles. In an asymmetric task, a participant with
abundant information tells another participant what to do.
There have been dialogue corpora collected through asym-
metric tasks in the past. The Fruit Cart Corpus
was collected by a two-person task performed on a
PC, where one participant (director) instructs another par-
ticipant (actor) to place objects on a displayed map and to
change their colour. Both participants share the displayed

map. The ArtWalk Task (Liu et al., 2016)) assigns two par-
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ticipants different roles: a director and a follower, where
the follower walks around the real town to find the pub-
lic art following the director’s instructions via Skype. In
these asymmetric tasks, the number of participant’s utter-
ances is often unbalanced due to their different roles. The
followers tend to speak less, and their utterances tend to be
shorter than the givers (Anderson et al., 1991} Tokunaga et
al., 2010).

In the symmetric task where the participants are not as-
signed a specific role a priori, i.e. they are equal partners,
the imbalance of the utterance numbers between partici-
pants is less likely to occur than in the asymmetric task. For
instance, He et al. (2017) conducted the Mutual-Friends
task, where two participants are given a different list of
“friends” and have to find a common term of the list through
dialogue. Though the given lists are different, the partici-
pants communicate with each other without any informa-
tion skew and the difference in their role.

ansicr Mag:

Figure 5: Screenshot of Mansion Task

Our Mansion Task is a symmetric task based on Map Task.
Like Map Task, the players in this game have different maps
that cannot be seen from the partner. The Mansion Task
map shows the room layout in a mansion, as shown in Fig-
ure@ The maps also indicate names of the rooms (in black)
and objects in the rooms (in blue). The indicated informa-
tion has no discrepancy between the maps, but some infor-
mation is missing from one of the maps. Therefore, two

players need to communicate with each other to recover the
full information of the mansion. The goal of the task is
reaching the specified place that is indicated in both maps.
As no route is explicitly indicated in the maps, the play-
ers need to find a route leading to the goal place through
communicating each other and moving together in the vir-
tual space of the mansion. On the route towards the goal
there are several obstacles, such as locked doors. To open
the door, they might need to find a key in a treasure box
in elsewhere. The players are required to achieve those
sub-goals to achieve the primary goal. We implemented
Mansion Task on the proposed platform. Figure 5] shows a
screenshot of the player’s view of Mansion Task.

On top of our proposed platform, we implemented a scoring
system of the task, ScoreMod, to enhance the player’s moti-
vation. When both players annotate an utterance, they earn
points based on the result of the annotation. They get points
no matter what label they choose, but if both players select
the same label for the utterance, they earn five times more
points. This means that we reward bonus points when the
hearer correctly interprets and annotates the speaker’s dia-
logue act. We expect this scoring mechanism motivates the
players to annotate seriously. Our task world template for
Mansion Task does not include ScoreMod, which needs to
be implemented separately. As we discussed in Section ]
implementing mods is not so difficult. As a further exten-
sion, we are constructing a ranking system where players
can compare their score against others, to arouse players’
competitive motivation.

7. Experiments

To evaluate the platform, we conducted two small experi-
ments: one in-house and one external.

7.1. In-house Test

Setting

We tested the prototype of the platform with eight partic-
ipants (four pairs) in-house. They are graduate and un-
dergraduate students from the same research group of the
authors; their major is computer science and artificial in-
telligence. Their mother tongue is Japanese and all dia-
logue were in Japanese. In addition to checking whether the
implemented functions work well, we aimed at evaluating
the effectiveness of gamification by comparing the gami-
fied and ungamified version of the same task. Among four
pairs, two pairs performed the gamified version of Man-
sion Task that is described in Section 6 , and the other two
pairs performed a plain (ungamified) Mansion Task. In the
plain version, the players have paper-printed maps, and they
draw the resultant route on the map. We used the same chat
tool as the gamified version, but with an empty black world
where the players see nothing, i.e. they are not-situated.
The plain version does not equipped the scoring system ei-
ther. We recorded the time spent to solve the task, the num-
ber of utterances and the match rate of the players’ annota-
tions.

Result

Table 2] outlines the collected dialogues. The experiment
size is too small to conduct a precise quantitative evalu-
ation. From the viewpoint of dialogue collection, there
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Pair Time spent # of utterances

Annotation match rate

Breakdown of annotations

Matched Unmatched Null

Gl 24m53s 44
G2 59m22s 83
P1 37m07s 62
P2 26m53s 26

0.886 39 2 3
0.747 62 20 1
0.694 43 15 4
0.577 15 6 5

Table 2: The result of in-house pilot test (G1 and G2: gamified version, P1 and P2: plain version,

“Null” means the case where the hearer selected no label.)

is no significant difference in dialogue time and utterance
numbers between the gamified and plain versions. How-
ever, the utterance contents are different between them.
The utterances in the plain version contain many macro-
perspective explanations of the situation, e.g. “The black
key is in the treasure box in the room at the end that you
can reach by turning to the left from the entrance.”. In con-
trast, the utterances in the gamified version contain more
micro-perspective and situated explanations such as “The
black key means the one behind the flower we saw earlier,
right?”. This difference is possibly caused by the situated
environment created by the game.

Concerning the annotation quality, the gamified version
shows the higher annotation match rate and less null an-
notation, i.e. no annotation by the hearer. Although the
result is not decisive due to the small size of samples, this
implies the effectiveness of the gamification to motivate the
players. In the gamified platform, a score is given to a pair
each time two players annotate the utterances to motivate
them as described in Section 6 . Since the given score be-
comes higher if the pair choose the same label to the same
utterance, it suggests that the gamified system affected the
players to annotate seriously and resulted in higher annota-
tion match rate.

7.2. External Test

Setting

We also conducted a small experiment on ten external play-
ers (five pairs) to test the platform and considered the fea-
sibility of self-annotation. They are all NLP researchers
including students, who are not necessarily familiar with
the dialogue field. They volunteered for our call for partic-
ipation. The players performed the gamified Mansion Task
with our platform, where we collected the dialogue logs
and the annotations by the players. Besides, two annotators
who have experience of dialogue act tagging annotated the
collected dialogues. This means that each utterance was an-
notated by four different annotators: two players (speaker
and hearer) of the dialogue and two experienced annotators.

Result

Table 3| show the stats of the collected dialogues. The table
shows no significant difference from that of the in-house
experiment (Table [2). Among five dialogues, Dialogue 3
seems be an outlier in terms of its short dialogue time, a low
annotation match rate and many Null annotations. The Di-
alogue 3 pair stopped the game halfway through and failed
to achieve the goal.

Table[z_f] shows pair-wise Cohen’s kappa (Cohen, 1960) be-
tween annotators, indicating that the agreement between
the experienced annotators is relatively high compared with
the agreement of the player-involved pairs. Each player
plays two different roles in the dialogue: a speaker and
a hearer. As the speaker chooses their dialogue act when
making an utterance, we assume this label must be correct.
Therefore we calculate the annotation accuracy by consid-
ering the speaker’s label is gold. Table [5] shows the anno-
tation accuracy indicating that the accuracy of experienced
annotators is not so high. This means that even though the
experienced annotator agreed on a decision, the agreed de-
cision is not always correct with respect to the speaker’s
intention.

This result suggests that there might be difficult cases for
the third-party annotators to understand the speaker’s in-
tention correctly, even though they have experience of dia-
logue act tagging. For instance, the two players annotated
an utterance “There seems to be a blue-locked treasure box
in the room named student room.” with the REQUEST tag,
but both annotators did with the CONVEY tag. The speaker
made this utterance to propose their partner to go to the
student room, and the hearer recognised their intention cor-
rectly, but both experienced annotators interpreted it as just
conveying the information. The contextual information like
a situation and atmosphere is necessary to understand the
intention of the utterance correctly, but it is difficult for the
third-party annotators to capture such information.
Table[6]shows the comparison of the selected labels for each
utterance by the players and the experienced annotators in
five dialogues. Since there are two players and two expe-
rienced annotators in each dialogue, four combinations of
pair exists per dialogue and results of all pairs are shown
in this table. The table indicates large proportion of an-
notation disagreement between the annotators involves the
CONvey tag. In particular, confusing the CONvey and RE-
Quest tags is prominent. As in the previous example, it may
be difficult to tell these tags apart with limited information
in utterances. This suggests that the hearer in this particular
example has succeeded to recognise the speaker’s purpose
because of the shared situation on the platform.

However, the overall accuracy of the players looks lower
than that of the experienced annotators in Table 5] Further
investigation revealed that two hearers gave up a significant
number of annotation during the dialogue, i.e. 21 out of 22
(95%) utterances and 16 out of 39 (41%) utterances. Note
that annotating utterances is not obligatory for hearers. Fur-
thermore, one of these players tends to give up the anno-
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Breakdown of annotations

Dialogue Time spent  # of utterances  Annotation match rate

Matched Unmatched Null
1 32m26s 90 0.800 72 17 1
2 41m07s 132 0.697 92 38 2
3 21m35s 51 0.353 18 8 25
4 28m14s 69 0.565 39 12 18
5 32m40s 44 0.750 33 9 2

Table 3: The result of external preliminary test (“Null”

Dialogue P1 P2 Al
1 P2 0.752

Al 0725 0.697

A2 0.767 0.683 0.889
2 P2 0530

Al 0.627 0.677

A2 0.627 0.579 0.668
3 P2 0.140

Al 0.159 0.468

A2 0175 0.552 0.764
4 P2 0318

Al 0362 0512

A2 0363 0491 0.901
5 P2 0.595

Al 0574 0.710

A2 0574 0.645 0.908

Table 4: Cohen’s kappa between annotators
(P1 and P2: players, Al and A2: experienced annotators)

Dialogue H Al A2

1 0.800 0.756 0.789
2 0.697 0.750 0.750
3 0.353 0.588 0.627
4 0.565 0.667 0.667
5 0.750 0.773  0.773

Table 5: Annotation accuracy
(H: hearer, Al and A2: experienced annotators)

tation in the latter part of the dialogue. They might have
focused on achieving the primary task goal, i.e. reaching
the goal place, and have had less interest in the annotation.
We need to refine the scoring mechanism and introduce a
ranking system to keep the players motivated to annotate
utterances.

Table [3] counts unannotated utterances as incorrect cases.
We considered only utterances annotated by all four anno-
tators and broke down the table into player-basis tables (Ta-
ble[7). The boldface value indicates the best accuracy in the
row. The tables suggest the diversity of individual player
quality in terms of dialogue act annotation. Also, we find
that the hearer performed the annotation slightly better than
the experienced annotator.

means the case where the hearer selected no label.)

8. Conclusion

In this paper, we proposed a platform for situated task-
oriented dialogue data collection using gamification. Con-
structing a large corpus of human dialogues is challenging
due to the difficulties in collecting participants and in pair-
ing them. We tackled these problems by using gamifica-
tion. We constructed a dialogue data collection platform
based on Minecraft, which facilitates the implementation
of a versatile gaming environment. As Minecraft does not
have a game goal by itself, we can design various situated
tasks on the platform.

Also, we proposed self-annotation, a novel annotation
method for the dialogue data that requires the players to
annotate their utterance. We assume that the speaker can
annotate their utterance correctly in principle, while their
partner or third-party annotators might not as they have to
“guess” the speaker’s intention. They might misinterpret
the speaker’s utterance. Since annotating while chatting is
a resource-intensive task, we introduce gamification again
to reduce the cognitive load of the player and motivate them
to do annotate seriously.

We evaluated our proposed platform through small scale
experiments. We designed a routing task named “Mansion
Task” which is similar to Map Task. Through this game,
we collected dialogue data and analysed it. The results in-
dicated that the annotation quality of players is comparable
to the experienced annotators. This is due to the fact that
the players can refers to the contextual situation during the
course of the dialogue, while the off-line third-party anno-
tators can not.

As we have already described, our future work includes the
following research items.

e Implementation of customisable annotation tool
e Ranking system for visualising players’ results
e Large scale evaluation in the real world

After further refinement, we plan to publish the platform
software to the public.
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Experienced Annotators

QUE REQ GRE YES NO CON EXC COR No label

QUE 215 13 0 0 0 19 10 0 0
REQ 17 167 2 1 0 109 2 0 0
GRE 1 1 103 15 0 20 11 0 0

£ YES 2 7 24 205 0 45 13 0 0
z NO 0 0 0 0 11 7 0 0 0
A CON 36 137 20 26 5 1001 40 6 0
EXC 10 7 17 13 0 42 171 0 0
COR 0 0 0 0 0 1 0 6 0

No label 16 15 16 8 0 62 27 0 0

Table 6: Comparison of selected labels in each pair of the player and the experienced annotator in five dialogues combined
(The first three letters for the dialogue acts, and “No label” for utterance the annotator did not select any dialogue act)

Dialogue H=P1 Al A2

1 0.870 0.804 0.826
2 0.792 0.849 0.792
3 0.000  0.000 0.000
4 0.696 0.609 0.609
5 0.750 0.813 0.813
Dialogue H=P2 Al A2

1 0.744 0.721  0.767
2 0.649 0.688 0.714
3 0.720  0.520 0.600
4 0.821 0.679 0.643
5 0.808 0.731 0.731

Table 7: Broken-down annotation accuracy
(H: hearer, A1 and A2: experienced annotators)
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