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Abstract
Reproduction of scientific findings is essential for scientific development across all scientific disciplines and reproducing results of
previous works is a basic requirement for validating the hypothesis and conclusions put forward by them. This paper reports on the
scientific reproduction of several systems addressing the Argument Reasoning Comprehension Task of SemEval2018. Given a recent
publication that pointed out spurious statistical cues in the data set used in the shared task, and that produced a revised version of it, we
also evaluated the reproduced systems with this new data set.
The exercise reported here shows that, in general, the reproduction of these systems is successful with scores in line with those reported
in SemEval2018. However, the performance scores are worst than those, and even below the random baseline, when the reproduced
systems are run over the revised data set expunged from data artifacts. This demonstrates that this task is actually a much harder
challenge than what could have been perceived from the inflated, close to human-level performance scores obtained with the data set
used in SemEval2018. This calls for a revival of this task as there is much room for improvement until systems may come close to the
upper bound provided by human performance.
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1. Introduction
The ability to repeat experiments and to reproduce their re-
sults is a cornerstone of scientific work and it is necessary
to properly validate the findings that are published. Sev-
eral examples of failed replication efforts, however, have
been documented in different scientific fields (Branco et al.,
2017). For Natural Language Processing (NLP), failure to
reproduce results has been reported for WordNet similarity
measures (Fokkens et al., 2013), sentiment analysis (Moore
and Rayson, 2018), PoS tagging and named entity recogni-
tion (Reimers and Gurevych, 2017), among others.
The importance of open challenges that foster the reproduc-
tion of research results has been underlined (Fokkens et al.,
2013; Branco, 2013) as part of the solution for the so-called
replication crisis (Hutson, 2018). The community gath-
ered around the science and technology of language has re-
sponded through initiatives such as the 4REAL workshops
(Branco et al., 2017; Branco et al., 2018), and the forthcom-
ing ReproLang cooperative shared task (ReproLang, 2019)
of the LREC2020 conference.
The discussion regarding the reproduction of scientific ex-
periments faces an additional, non-technical difficulty as
there is no established consensus on the terminology that
should be used, with the terms replicability, reproducibility
and repeatability being used interchangeably in the litera-
ture. Here we adopt the definitions given by Stodden et
al. (2014, p.vii) and followed by the Language Resources
and Evaluation Journal (Branco et al., 2017): Replication,
the practice of independently implementing scientific exper-
iments to validate specific findings, is the cornerstone of
discovering scientific truth. Related to replication is repro-
ducibility, which is the calculation of quantitative scientific
results by independent scientists using the original data sets
and methods.

The goal of this paper is twofold. On the one hand, we re-
port on the challenges faced and the insights gained from
our endeavour in reproducing several systems submitted to
the SemEval-2018 Task 12, the Argument Reasoning Com-
prehension Task (ARCT) (Habernal et al., 2018b), where
the top 3 systems, with very good, close to human perfor-
mance, were included. In a nutshell, the task consists of
a binary decision among two input candidate sentences of
which only one is fit to be a premise in the input argument.
We were able to reproduce most systems, though with vary-
ing degrees of difficulty, and provide a detailed report for
each case.
On the other hand, we take notice of a problem that was
found by Niven and Kao (2019) in the original data set of
ARCT when it was used with BERT (Devlin et al., 2019),
and of spurious statistical cues that have been shown to bias
the results obtained. As a cleaned ARCT data set that fixes
this bias problem has been released, we also run the repro-
duced systems on this revised data set.
Given the sharp drop in performance that resulted — to very
modest scores below to naive random choice baseline —,
the present paper leads to a reassessment of the state-of-
the-art for this task. While highlighting the importance of
reproducing previous work, we believe it will help also to
foster the revival of the ARCT task.

2. Related Work
Scientific reproduction. The challenges raised by at-
tempts to reproduce scientific work have been increasingly
documented in recent years (Raff, 2019). One could expect
that Language Technology would face fewer challenges
than other scientific fields, such as Biology or Physics,
given that the works are by and large computationally
based, but that does not seem to be the case, as several
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computation specific challenges accrue to existing general
challenges. Additionally, given that Machine Learning has
been a prevalent approach in NLP for many years now, fur-
ther challenges to a successful reproduction have their root
also there, given a large number of approaches available,
which nowadays are often based on neural architectures,
and the large search space for hyper-parameters (Lucic et
al., 2018).

Artificial Intelligence (AI). In a recent reproducibility
analysis of research in Artificial Intelligence (Gundersen
and Kjensmo, 2018), covering a total of 400 research arti-
cles in the top-level IJCAI1 and AAAI2 conferences, it was
reported that only about 20% to 30% of the reproducibility
indicators in the assessed articles were documented. The
research articles were quantified as to their reproducibility
based on a list of factors that are good indicators of repro-
ducibility, namely the method, the data and the experiment.
Using these indicators, Gundersen and Kjensmo (2018) re-
ports that most of the research works were found to be ir-
reproducible, although improvements were observed over
time.
Another reproducibility study in the fields of Artificial In-
telligence and Machine Learning was presented in (Raff,
2019). The author attempted to reproduce several Machine
Learning algorithms without using the released code, fol-
lowing only the descriptions of the algorithms provided in
the papers, and recorded a total of 26 attributes related to re-
producibility for each paper. Raff (2019) categorizes these
attributes into three levels of subjectivity, namely (i) objec-
tive attributes such as the number of authors, the number
of pages and the year of publication; (ii) mildly subjective
attributes such as the number of tables, equations, proofs,
whether the hyper-parameters are specified and whether the
data is made available; and (iii) subjective attributes such
as the use of toy problems, paper readability and algorithm
difficulty, among others. The attributes that showed a sig-
nificant positive impact on raising the level of reproducibil-
ity were: existence of a formal proof, paper readability,
algorithm difficulty, availability of pseudo-code, primary
topic, whether the hyper-parameters are specified, amount
of computation needed, whether the authors reply to ques-
tions, number of equations and number of tables.

Machine Learning. Upon assessing the comparability of
different Machine Learning systems, Dodge et al. (2019)
claim that simply reporting the score on the test set, as it is
common practice, is insufficient to deem some systems bet-
ter than others. In order to address this issue, a reproducibil-
ity checklist (based on the NeurIPS Machine Learning Re-
producibility Checklist3) is presented along with a metric
to measure the expected validation performance. Through
this checklist, it is possible to arrive at recommendations to
enhance the level of reproducibility and replicability. Re-
garding the reproducibility of experimental results, it is
recommended to include the description of the comput-
ing infrastructure, average run-time for each approach, de-

1International Joint Conference on Artificial Intelligence
2Association for the Advancement of Artificial Intelligence
3https://www.cs.mcgill.ca/˜jpineau/

ReproducibilityChecklist.pdf

tails of data splits, validation performance for each reported
test result and the source code. Regarding the replicabil-
ity of the experiments with hyper-parameter searches, it
is recommended to include the search bounds, best hyper-
parameters, number of search trials, method of choosing
and selecting the hyper-parameters and the expected vali-
dation performance.
In the assessment reported below in the present paper, we
use metrics based on these recommendations.

Language Technology. Regarding reproducibility in
NLP, a cross-cutting analysis of papers presented at the
EMNLP4 2018 conference (Dodge et al., 2019) showed a
widespread, positive practice of reporting the best hyper-
parameter settings (74%) and the data splits used (92%).
However, only 8% of the papers describe the hyper-
parameter search bounds, 14% the search strategy, and only
30% provide the source code. Given the importance of
this information for the successful reproduction of a given
work, it is safe to say that Language Technology is not ex-
empt from its reproducibility bottlenecks.

Argument reasoning comprehension. Niven and Kao
(2019) showed that some data artifacts in the ARCT data
set (described in detail in Section 5.) have a deeper than
expected impact on the accuracy of a BERT system trained
over it. A state-of-the-art BERT (Devlin et al., 2019) model
was trained on the original ARCT data set and on a revised
version of that data set, without the spurious linguistic cues.
Without the linguistic cues, BERT performs as well as a
random guess, which casts doubts on the reliability of the
results previously achieved on the ARCT shared task.
Like in (Niven and Kao, 2019), we resort here to the ARCT
revised data set, expunged from the data artifacts that drift
towards otherwise unjustified enhanced accuracy. And we
perform a new assessment of the performance in solving
this task, not with BERT, but using the ARCT systems re-
produced.

3. Argument Reasoning Comprehension
The recent Argument Reasoning Comprehension Task
(ARCT) was part (Task 12) of the SemEval-2018 Workshop
on Semantic Evaluation (Habernal et al., 2018b), collocated
with the ACL 2018 conference.
The ARCT can be considered a sub-task of argument min-
ing, which is a broader task whose goal is to automatically
identify argumentative structures within natural language
expressions.
What constitutes an argumentative structure varies accord-
ing to different argumentation theories, but argument min-
ing techniques frequently structure arguments in two parts,
viz. the claim and the premise (also referred to as reason).
A claim is a concise statement that supports or contests a
given topic, while a premise is a concise statement that pro-
vides evidence to support a claim. A third component may
also be included, the warrant (also referred to as inference
or argument). The warrant is not always explicitly present
as it is often left as an implicit premise, and in informal
logic it corresponds to the notion of enthymeme.

4Empirical Methods in Natural Language Processing

https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf
https://www.cs.mcgill.ca/~jpineau/ReproducibilityChecklist.pdf
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In the ARCT task, an argument, composed by a claim and a
premise, is provided together with two candidate warrants
— a correct warrant and an alternative warrant that sup-
ports a claim that is contradictory to the claim in the input
argument. The goal is to choose the correct warrant for
the argument provided. One of the difficulties of this task
is that, even when supplying candidate warrants, one may
still need to rely on world knowledge to make a correct de-
cision.
An example of input taken from the ARCT data set is the
following: Given the claim TFA5 has not raised the status
of teachers and the premise TFA has high turnover by de-
sign and is expensive, choose the correct warrant among
the two options (a) TFA still enjoys a good reputation and
(b) TFA does not enjoy a good reputation. In this particular
example, warrant (a) is annotated in the ARCT data set as
being the correct one.

3.1. The data set
The creation of the ARCT data set is described in detail in
(Habernal et al., 2018a). Since understanding this creation
process is crucial to also understand how the spurious cor-
relations present in the data set have arisen, here we repeat
that description to a large extent. The presentation of the
spurious data artifacts is left for Section 5.
The data set is based on authentic English arguments from
debates extracted from formally written comments posted
in the Room for Debate on-line debate section of the New
York Times newspaper. Debates were manually selected
under criteria that looked for polar topics and debates with
room for argumentation. For each debate, (i) two opposing
claims were manually created, (ii) premises for and against
the claims were obtained by summarizing sampled com-
ments, and finally (iii) warrants were manually created.
For example, given the debate topic Should Foreign Lan-
guage Classes Be Mandatory in College?, accompanied by
the contextual debate information A Princeton University
proposal would require students to study a language other
than English, even if they are already proficient in a foreign
language, the following two opposing claims were manu-
ally created:

Ca Foreign language classes should be mandatory in college

Cb Foreign language classes shouldn’t be mandatory in college

Premises were created from the comments in the debate.
Comments, randomly sampled from the debate forum, were
classified by crowdsourced annotators according to their
stance regarding the provided claims — for or against —
and summarized into concise statements (premises). Con-
cerning the two claims above, examples of the correspond-
ing premises could be the following:

P a Foreign language skills are rewarded in the job market

P b It is hard for an adult to learn a second language

where premise P a supports claim Ca and premise P b sup-
ports claim Cb.

5Teach For America (TFA) is a nonprofit organization for the
education equality movement.

ARCT data set original revised
train 1,210 2,420
development 316 632
test 444 888

Table 1: Number of instances for the train, development
and test splits regarding the original data set for ARCT and
the subsequently revised data set.

Next, the implicit warrants for and against a claim were
created. This process starts by creating what the authors
call the alternative warrant, which is a plausible explanation
as to why a premise supporting a claim can, in fact, be seen
as supporting the opposite claim.
Given, for example, premise P a Foreign language skills
are rewarded in the job market from above and taking into
account the opposing claim Cb Foreign language classes
shouldn’t be mandatory in college, the annotators wrote
down alternative warrants that support claim Cb, such as
W b this does not apply to every job and might not be impor-
tant to some industries. Put together into a full argument,
these elements would come out as “Ra, but since W b, we
can claim that Cb”, that is Foreign language skills are re-
warded in the job market, but since this does not apply to
every job and might not be important to some industries,
we can claim that foreign language classes shouldn’t be
mandatory in college.
Each fabricated alternative warrant was validated by show-
ing to other annotators the following: the fabricated alter-
native warrant, the claim it supports, and two alternative
premises, the premise also supporting that claim and a dis-
tracting premise P ? from the same debate topic:

P ? We should be able to speak other languages rather than ex-
pect everyone else to speak English

P b It is hard for an adult to learn a second language

W b (and since) this does not apply to every job and might not be
important to some industries

Cb Foreign language classes shouldn’t be mandatory in college

The annotators were asked to choose between the correct
premise P b and the distracting premise P ?. If the correct
premise was chosen then the warrant was validated.
Finally, the actual warrant for the original claim is obtained
by performing minimal modifications to the fabricated al-
ternative warrant. For example, given the alternative war-
rant this does not apply to every job and might not be im-
portant to some industries, the annotators could write down
an actual warrant such as this applies to every job and might
be important to some industries too.
The resulting data set has 1,970 instances based on 188
debates. Each instance consists of a claim, its supporting
premise, and two warrants: the actual warrant and the al-
ternative warrant.6 The data set was split into 1,210 train-
ing instances, 316 development instances and 444 test in-
stances, as presented in Table 1.

6Each instance includes some other data, such as an instance
identifier, the debate title and the contextual information.
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3.2. The participating systems
The shared task had two phases. In the first phase, the trial,
the training and development sets with gold labels were
made available. In the second phase, the test with the unla-
beled test set instances was made available.
Competing with the baseline provided by a naive 50-50 ran-
dom classifier, 21 systems participated.7 The ranking and
scores of the systems are presented in Table 2.
An upper bound for performance was found by having hu-
mans solving the task for 10 instances. A set of 173 crowd-
sourced participants set human accuracy at 0.798.8

The naive baseline of 50-50 random choice achieved an ac-
curacy of 0.527. The top three systems, GIST (Choi and
Lee, 2018), BLCU NLP (Zhao et al., 2018) and ECNU
(Tian et al., 2018), achieved an accuracy of 0.712, 0.606
and 0.604, respectively. These results lead the ARCT or-
ganizers to conclude that the identification of warrants for
arguments is a feasible NLP task.
It is important to note that the organizers mentioned the
existence of artifacts in the data set that could bias the clas-
sifiers, such as negation cues, and provided a solution to fix
this problem on the existing corpus. However, these fixes
were not implemented for ARCT, and their impact on the
results was not fully realised until after the ARCT was con-
cluded. We will come back to this issue in Section 5.

4. Reproduction exercise
In this section, we describe the essential points of the re-
production exercise we undertook. The ARCT participants
were asked for a summary of their systems and could also
optionally provide a system description paper. A FAQ9 was
provided giving information about what to include in a sys-
tem description paper. Replicability is explicitly mentioned
in the FAQ, where participants are encouraged to “present
all details that will allow someone else to replicate your
system”.

4.1. Selecting what to reproduce
From the 21 participating systems, 13 were accompanied
with a description paper, 7 gave only a summary of the sys-
tem and 1 system (Joker) did not provide any description.
Only 5 participants made the source code available.
Overall, the participating systems show little variability re-
garding the machine learning methods resorted to, given
that all the systems were based on neural networks, except
one classifier that used support-vector machines. As for the

7GIST (Choi and Lee, 2018), BLCU NLP (Zhao et al., 2018),
ECNU (Tian et al., 2018), NLITrans (Niven and Kao, 2018),
Joker, YNU Deep (Ding and Zhou, 2018), mingyan, ArcNet,
UniMelb (Joshi et al., 2018), TRANSRW (Chen et al., 2018),
lyb3b (Li and Zhou, 2018), SNU iDS (Kim et al., 2018), ArgEns-
GRU, ITNLP-ARC (Liu et al., 2018), YNU-HPCC (Zhang et al.,
2018), TakeLab (Brassard et al., 2018), HHU (Liebeck et al.,
2018), Deepfinder, ART, RW2C and ztangfdu. Systems that lack
a citation did not provide a reference paper.

8If participants with extensive prior knowledge of the task are
used, human accuracy jumps to 0.909, with 30 participants solving
the task perfectly.

9http://alt.qcri.org/semeval2018/index.
php?id=papers

underlying model, 14 systems used a long short-term mem-
ory (LSTM) model, 1 a gated recurrent unit (GRU) model,
2 a convolutional neural network (CNN), and 1 a support-
vector machine (SVM) classifier. A total of 12 systems re-
port using pre-trained distributional semantic models, the
majority of the systems used the word2vec (Mikolov et al.,
2013) and GloVe (Pennington et al., 2014) word embed-
dings.
We confined the reproduction exercise to what appeared as
reasonable and feasible given our goals, and taking into ac-
count that the objective was not an all-embracing reproduc-
tion effort, and that, ultimately, a system is reproducible as
long as the authors share enough information about their
work.
We undertook a best effort reproduction of a number of sys-
tems without contacting the authors of the respective de-
scription papers. We selected the three top scoring systems,
namely GIST (Choi and Lee, 2018), BLCU NLP (Zhao et
al., 2018) and ECNU (Tian et al., 2018) — all of which for-
tunately have their source code available — plus the other
systems that also made their source code available, namely
NLITrans (Niven and Kao, 2018) and SNU IDS (Kim et al.,
2018). We also replicated TakeLab (Brassard et al., 2018),
which, while not making its source code available, is the
only one using a non-neural approach, namely a support-
vector machine.
We also performed a system survey taking into account sev-
eral reproduction metrics.

4.2. Indicators of reproducibility level
For the quantitative indicators to be used in the survey, we
adopted several metrics from Dodge et al. (2019) and found
relevant to include also the distribution metric mentioned in
(Reimers and Gurevych, 2017). A description of the met-
rics used can be found below.

Infrastructure indicates whether the hardware infras-
tructure used for training and evaluating the models is re-
ported in the paper. This allows assessing if it is feasible
to reproduce the work with the existing computational re-
sources (GPU, CPU and RAM), and will also help estimate
the time necessary to run the experiment.

Empirical run-time indicates whether the time taken to
create the models is given in the paper. As with the in-
frastructure metric, this allows assessing if it is feasible to
reproduce the work within the available time frame.

Development accuracy indicates whether the accuracy
of the development data, used to fine-tune the model, is
given in the paper. Since non-explicit parameters may ex-
ist and given that machine learning models based on neural
networks are also inherently non-deterministic, modeling
the reproduction models accuracy using the validation data
set avoids the creation of a model biased to the test set.

Score distribution indicates whether a score distribution
is given, instead of a single value. Specifying a score dis-
tribution is important given that reporting the test score of
a single run is often insufficient to truly assess the per-
formance of a system in terms of generalization, espe-
cially for algorithms with some non-deterministic compo-
nent (e.g. the random initialization of weights on a neu-

http://alt.qcri.org/semeval2018/index.php?id=papers
http://alt.qcri.org/semeval2018/index.php?id=papers
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ral network). Note that some systems that participated in
ARCT were ensemble systems. For those, we consider that
the result of a single run can nonetheless be taken as a dis-
tribution of scores since it involves multiple systems.

Hyper-parameter search bounds indicates whether the
hyper-parameter search bounds are given in the paper.
When tuning a machine learning algorithm, the impact of
hyper-parameter choice on the results is a determinant fac-
tor to the overall score. Reporting the range of the search
boundaries of each hyper-parameter greatly helps the repro-
duction process by delimiting the hyper-parameter space
that has to be explored.

Hyper-parameter choice method indicates whether the
hyper-parameter search method is described in the paper.
This is closely tied to the previous metric, as knowing the
process that drove the search is important to reproduce the
work.

Hyper-parameters for best model indicates whether the
hyper-parameter settings used to achieve the best score are
given in the paper. Without the best hyper-parameter set-
tings, an identical or even approximate reproduction of the
results may not be possible to obtain, given the large hyper-
parameter search space.

Hyper-parameter search trials indicates whether the
number of trials for finding the best hyper-parameters is
given. Given the computational power and time constraints,
knowing the number of trials needed can be the difference
between knowing if the reproduction is feasible or not given
the available infrastructure.

A survey of the description papers and systems in ARCT
and how they stand concerning these reproducibility indi-
cators is presented in Table 2.10 They ensure a suboptimal
level of reproducibility — even in the case of the systems
we were able to reproduce.

4.3. Systems reproduced
This section describes our reproduction endeavours. We
note that all the systems chosen for reproduction presented
a reference paper, so we provide only a very short overview
of each model, and direct the interested reader to the corre-
sponding paper for more information. Recall that all of the
systems chosen for reproduction included source code, ex-
cept for the TakeLab system which we re-implement based
on the description in the paper.
For each reproduction attempt, we have created a report
that, when necessary, go into very specific technical details
(e.g. adjustments to command-line arguments, package ver-
sioning, bug fixing, etc) that are left out of the current paper.
These reports may, however, be found at (NLX, 2019).

GIST (Choi and Lee, 2018) was the best system on the
ARCT, with 0.712 accuracy, 0.175 over the baseline. The
reference paper described the development score, the use of
a distributed score and the best hyper-parameters. The sys-
tem consists of LSTMs neural networks and makes use of

10Note that three metrics are not shown in the table, namely
Infrastructure, Empirical run-time and Hyper-parameter search
trials, as none of the systems reported them.

transfer learning from the natural language inference cor-
pora SNLI (Bowman et al., 2015) and MultiNLI (Williams
et al., 2018). The source code was made available through
a public code repository (GitHub). Although the support-
ing library requirements were described in the repository,
the specific versions of the libraries were not reported. This
made the reproduction difficult, due to conflicts with the
Theano GPU library (Theano Development Team, 2016)
which forced us to resort to a CPU-compatible library in-
stead, with which we were able to run the system (though
certainly taking much longer than it would have on a GPU).
It took one person less than one working day to reproduce
this system. Running the system with the default 10 epochs
took around 64 minutes.
We obtained a score of 0.714, 0.002 points higher than that
reported in ARCT. This is a tiny difference, which we at-
tribute to non-deterministic steps in the process, such as
weight initialization. Although the reference paper lacked
a description of the infrastructure, the number of trials, and
the hyper-parameter bounds and choice method, we con-
sider the GIST system to be reproducible, mainly due to
the availability of the source code.

BLCU NLP (Zhao et al., 2018) was the second-best sys-
tem on ARCT, with 0.606 accuracy, 0.106 points below the
first system. The reference paper reported the development
score, the score distribution and the best hyper-parameters.
The system is an ensemble of ESIM (Chen et al., 2017)
models, which are enhanced LSTM networks that incorpo-
rate syntactic information. Source code was made available
through a public code repository (GitHub). Although the
source code contained a minor problem in its instructions
(pointing to a different script for execution) no other prob-
lems occur regarding running the source code. The refer-
ence paper mentions the use of the best five models for an
ensemble majority vote, however, it does not mention the
total number of models from which the five best models
were selected. We decided to run the system ten times and
choose the best five models to reproduce the ensemble. It
took one person less than one working day to reproduce this
system. Obtaining ten models took less than two hours.
We obtained a score of 0.642, 0.036 points higher than that
reported in ARCT. We hypothesize that the number of total
models, from which the best five models were selected, is
the reason for the difference from the original score and the
one we obtained. A possibility is that the authors picked
five models from a larger set than ours and the models had
higher overfitting to the development set than ours. Some
details were missing from the reference paper but that did
not prevent us from reproducing the system using the pro-
vided source code. As such, we consider the BLCU NLP
system to be reproducible.

ECNU (Tian et al., 2018) was the third-best system on
ARCT, with 0.604 accuracy, only 0.002 behind the second-
best system. The system is an ensemble of several neu-
ral networks, each encoding information using LSTM and
LSTM+CNN. The reference paper included development
score, score distribution and best hyper-parameters. The
Python source code uses Tensorflow (Abadi et al., 2015)
and Keras (Chollet and others, 2015), along with related
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ARCT system Reproduced scores Replicability survey
name rank acc. dev. acc. test acc. paper source dev. score bounds method best

GIST 1 0.712 0.715 0.714 X X X X X
BLCU NLP 2 0.606 0.680 0.642 X X X X X
ECNU 3 0.604 0.684 0.583 X X X X X
NLITrans 4 0.590 0.660 0.623 X X X X X X
Joker 5 0.586
YNU Deep 6 0.583 X X X X
mingyan 7 0.581
ArcNet 8 0.577
UniMelb 8 0.577 X X X X X
TRANSRW 10 0.570 X X X X
lyb3b 11 0.568 X X X
SNU iDS 12 0.565 0.703 0.543 X X X X X
ArgEns-GRU 13 0.556
ITNLP-ARC 14 0.552 X X X X X
YNU-HPCC 15 0.550 X X X X X
TakeLab 16 0.541 0.516 0.541 X X X X
HHU 17 0.534 X X X X X
baseline 18 0.527
Deepfinder 19 0.525
ART 20 0.518
RW2C 21 0.500
ztangfdu 22 0.464

Table 2: The first three columns indicate the system names, their ranking and the test accuracy obtained in ARCT; the
fourth and fifth columns report the development and test accuracy obtained in the reproduction exercise; for the remaining
columns, a check mark (X) indicates the presence of that indicator contributing to the reproducibility level. These indicator
refer to the existence of: paper: a description paper; and in the description paper, the existence of: source: public source
code; dev.: development accuracy score; score: score distribution; bounds: hyper-parameter search bounds; method:
hyper-parameter choice method; and best: hyper-parameter settings for the best model.

dependencies such as numpy, but these dependencies, and
their precise versions, had to be determined by trial and
error as the paper and source code documentation did not
specify that information and using the most recent versions
yielded errors. After several version regressions, we settled
for a working Tensorflow (1.0.0) and Keras (2.2.4) version.
The Python version was also not reported, thus we used
3.6.9 (the most recent stable version at the time of running
our experiment). The system makes use of the Stanford
CoreNLP pipeline (Manning et al., 2014) to parse its input
but, again, the precise version is not specified and had to be
determined through inspection of the source code. The sys-
tem relies on pre-trained Word2Vec embeddings, but their
source was not described so we assumed them to be the
standard GoogleNews pre-trained vectors (Mikolov et al.,
2013). The source code implements several models, but
since the documentation does not specify which are used
in the ensemble, these had to be determined by inspecting
the source code.11 The experiments were ran on 2 Intel(R)
Xeon(R) Gold 6152 CPU’s. We obtained a score of 0.583,
0.021 points below than that reported in ARCT. We hypoth-
esize that the reason for the score difference may lie in the
ensemble models criterion. This criterion was not described
in the paper, which could have potentially been an ensem-
ble of the best models in the 3 runs. The criterion chosen

11The models used for the ensemble are intra attention ii, in-
tra attention cnn and intra attention cnn negclaim.

for this work was to evaluate the ensemble system at each
run and calculate the mean of the accuracy scores across
the 3 runs. We consider the ECNU system hard to repro-
duce due to the lack of documentation, taking one person
roughly two working days to fully reproduce it.

NLITrans (Niven and Kao, 2018) was the fourth-best sys-
tem in ARCT, with 0.590 accuracy, 0.014 points behind
the third-best system. Its reference paper has one of the
most extensive descriptions of reproduction details. It re-
ports a score distribution, the search method, bounds and
best settings for the hyper-parameters. The system uses a
neural network enhanced with transfer learning using the
MultiNLI (Williams et al., 2018) natural language infer-
ence data set. The authors made available a reproduction
script with a list of experimented models. Nevertheless,
the system submitted to ARCT was not available given its
large size. The best available pre-trained models were 512-
sized (encoder) models, which the authors referred to as
t512fwcomp.
A list of required packages and their respective versions
were declared, which we installed, however, some needed
packages were not included.
The experiments were run on a GeForce GTX 1080 Ti. The
pre-trained embeddings used were 840B.300d Glove em-
beddings, all other hyper-parameters were kept as default,
with a new seed being produced each run. As per the pa-
per, the reported accuracy value is an average of 200 runs.
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We obtained a score of 0.623, 0.033 points above that re-
ported in ARCT. We hypothesize that the reason for this
difference in scores is due to the fact that we did not have
access to the NLI Model with a 2048 dimensional encoder
size, used in the competition submission as an initialization
model (Transfer). Having resorted to the available 512 di-
mension model, this could be the cause for the difference in
scores reported in this work. It took one person two work-
ing days to reproduce this system.

SNU IDS (Kim et al., 2018) took the 12th position in the
ARCT with an accuracy of 0.565, which is 0.038 points
above the baseline. The reference paper included develop-
ment score, score distribution and best hyper-parameters.
The system uses a neural network with GloVe word em-
beddings and a CoVe (McCann et al., 2017) sentence en-
coder and feed-forward layers. We encountered problems
with PyTorch versioning, as we did with the NLITrans sys-
tem reproduction. The experiments were run on a Dell
R740 Server with 2 Xeon Gold 6152 CPUs and 256Gb
of RAM. We used Python 3.6.2 to run the experiments,
as reported in the paper. PyTorch version 0.3.0.post4 was
used, along with the necessary packages and respective ver-
sions provided in the requirements.txt file. We en-
countered problems in downloading a required torch pre-
trained model. We ran the SECOVARC-last (w/ heuris-
tics) model, which is the model submitted to the compe-
tition, with 840B.300d Glove pre-trained embeddings and
all other hyper-parameters were kept as default. The final
reported accuracy values are an average of 20 runs. It took
one person one working day to reproduce this system.

TakeLab (Brassard et al., 2018) took the 16th place in
ARCT with an accuracy of 0.541, which is 0.014 points
above the baseline. Although no source code was provided,
we decided to replicate this system given that is was the
only one that used a non-neural approach, namely a SVM.
The model was created by converting the data set to a sen-
tence encoded vector using the Skip-thought vectors (Kiros
et al., 2015) and training a SVM to predict the best warrant.
We implemented the system from scratch given the descrip-
tions provided in the reference paper, including the text nor-
malization and feature extraction functionality.12 We faced
challenges using the original Skip-thought vectors which
are provided by an independent library. Without knowing
the specific version of Python used in the original Skip-
thought implementation we tried running the library with
several Python versions, however, unsuccessfully. As a so-
lution we installed a version of Skip-thought13 pre-trained
models for Pytorch, which uses the original Skip-tough
models. Given that no description was given for the num-
ber of words from each sentence that were converted to a
vectorized representation, we experimented with the length
of the maximum tokens and also with a 20 and 50 units
length. The exact SVM library used was not specified, so
we experimented with Weka (Witten et al., 2016) and the
SVM provided in the Scikit-learn (Pedregosa et al., 2011)
package, with the hyper-parameters described in the refer-

12We made available the source code for our implementation of
the TakeLab system at (NLX, 2019).

13https://pypi.org/project/skipthoughts/

ence paper. The data set was normalized as described and
the reported complement solution was implemented. We
also used the uni-skip model and the bi-skip model, total-
ing a 9,600 unit vector as a feature.
It took one person working around two days to replicate
this system. Since we obtained an accuracy score equal to
the one reported on the reference paper, we consider this
system to have been successfully replicated.

4.4. Summary of the reproduction exercise
It was possible to reproduce the five systems that made
available the respective description paper, source code, de-
velopment scores and the hyper-parameters for the best
model, though some tinkering was necessary due to lack
of proper documentation for the reproduction process. For-
tunately, we had sufficient computer power and GPU to re-
produce the implementation without computer power con-
straints, rendering the other indicators of the level of repro-
ducibility surveyed secondary.
It was also possible to replicate the TakeLab system by suc-
cessfully re-implementing from the description given in its
paper.
Overall, based on the systems that had a reference paper,
most systems used a score distribution approach and re-
ported the development score and best hyper-parameters.
All systems that we tried to reproduce were fully repro-
duced. In only one case, for the SVM-based TakeLab, the
same accuracy score reported in its ARCT paper was ob-
tained. In the other five systems, the deltas between their
accuracy scores of their reproduced version and the scores
reported in ARCT are positive for: GIST (+0.002), ranked
first, for blcu nlp (+0.038), ranked second, for NLITrans
(+0.033), rising one position in the ranking surpassing the
ECNU with a negative delta (-0.021), the SNU iDS was
also reproduced with a negative delta (-0.022).
These differences do not affect the ranking of the systems
determined at SemEval-2018 except for NLITrans, which
would rank third rather than fourth.

5. A revival of the argument reasoning
comprehension task

5.1. Revised data set
Niven and Kao (2019) reported that data artifacts known to
exist in the ARCT data set have a very large biasing impact
in terms of artificially inflating the accuracy of the systems
trained on it.
These authors applied a state-of-the-art language model,
viz. BERT (Devlin et al., 2019), over the ARCT data set
and obtained a system with the performance accuracy of
0.77, setting a new top score for this task just 0.03 points
below the untrained human performance upper bound. Al-
though BERT has obtained state-of-the-art results in several
NLP tasks, the near-human performance raised the question
of what had BERT learned about argument comprehension
that the previous systems failed to learn.
In order to provide a pair of two alternative warrants, the
annotators typically introduced the word not to create the
adversarial instance (from a spontaneously occurring war-
rant), thus originating a data artifact across the data set bi-
asing to one of the two labels to be assigned. Additional

https://pypi.org/project/skipthoughts/
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ARCT SemEval-2018 ARCT Reproduced ARCT Revised
system rank test acc. dev. acc. test acc. dev. acc. test acc.
GIST 1 0.712 0.715 0.714 0.500 0.500
BLCU NLP 2 0.606 0.680 0.642 0.498 0.466
ECNU 3 0.604 0.684 0.583 0.505 0.498
NLITrans 4 0.590 0.660 0.623 0.591 0.555
SNU IDS 12 0.565 0.703 0.543 0.509 0.503
TakeLab 16 0.541 0.516 0.541 0.486 0.523

Table 3: The first three columns contain the systems name, ranking and accuracy obtained in the ARCT. The fourth and fifth
columns report the development and test accuracy obtained in the reproduction exercise. The sixth and seventh columns
report the accuracy obtained on the revised data set.

analysis of the task using unigrams and bigrams with dif-
ferent combinations of features, while measuring their pro-
ductivity and coverage, also offered strong support to the
hypothesis that data artifacts could have a strong impact on
distorting the accuracy of systems trained on this data set.
To test this hypothesis, Niven and Kao (2019) developed a
revised version of the ARCT data set expunged from these
artifacts and run BERT over it. In contrast to the near to hu-
man performance accuracy attained before this correction,
the performance of this BERT model dropped to close to
the accuracy of the random choice baseline.
In (Niven and Kao, 2019) the statistical cues were dis-
tributed throughout all of the original data set warrants and
respective claims. Given that the premise and the alterna-
tive warrant imply the opposite claim, adding the same ar-
gument with a claim negated and the label inverted resulted
in the distribution of the statistical cues.

5.2. Reassessed systems
The huge drop in performance of BERT when run on the
revised ARCT data set naturally raises the question of what
could be the performance the systems that participated in
the ARCT challenge if they are run on the revised ARCT
expunged from the data artifacts that artificially makes the
task much more easy than it is. Having gone through the
reproduction exercise described in Section 4, we are in a
position to be able to contribute to answer this question.
The results from this re-evaluation of the six systems repro-
duced are presented in Table 3.

5.3. Conclusions
In this paper, we report on a reproduction exercise of a
number of systems submitted to the ARCT shared task of
SemEval2018. We included in this exercise the systems
whose source-code was distributed, plus another one that
we replicated, in a total of 6, where the top performing 4 in
SemEval2018 are included.
It was possible to reproduce all systems under scrutiny with
performance scores that overall are in line with the ones
reported in the respective papers. Another finding was that,
taking into account a metric to assess reproducibility level,
the description papers of the ARCT task score poorly in that
metric, ensuring a sub-optimal level of reproducibility for
the systems they describe — even in the case of the systems
we were able to reproduce.
Another major finding is that ARCT is a challenge worth
being readdressed. The performance results of the repro-

duced systems obtained with a revised data set, expunged
from data artifacts, were lower than the random baseline.
They demonstrate that the ARCT task is actually a much
harder challenge than what could have been perceived from
the inflated, close to human-level performance scores ob-
tained with the data set version used in SemEval2018. This
calls for a revival of this task as there is much room for
improvement until systems may come close to the upper
bound provided by human performance.
With the present exercise, we did not intend at all to antag-
onise the teams that entered and organized the ARCT com-
petition. We were driven by the scientific purpose of getting
an idea of the reproducibility level of the ARCT systems.
This exercise eventually leads also to the positive outcome
of reinforcing the need to renew the attention for this task
given its non-trivial difficulty.
We did not reproduce all systems submitted to ARCT for
which there is a description paper, with those systems
whose source-code is not distributed being left out of this
exercise. It remains a question to be answered empirically
whether and how the performance of these systems is al-
tered with the revised data set.
To support the reproduction of the presented paper, the rel-
evant materials are available from (NLX, 2019).
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