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Abstract
Nowadays Personal Assistants (PAs) are available in multiple environments and become increasingly popular to use via voice. Therefore,
we aim to provide proactive PA suggestions to car drivers via speech. These suggestions should be neither obtrusive nor increase the
drivers’ cognitive load, while enhancing user experience. To assess these factors, we conducted a usability study in which 42 participants
perceive proactive voice output in a Wizard-of-Oz study in a driving simulator. Traffic density was varied during a highway drive
and it included six in-car-specific use cases. The latter were presented by a proactive voice assistant and in a non-proactive control
condition. We assessed the users’ subjective cognitive load and their satisfaction in different questionnaires during the interaction with
both PA variants. Furthermore, we analyze the user reactions: both regarding their content and the elapsed response times to PA actions.
The results show that proactive assistant behavior is rated similarly positive as non-proactive behavior. Furthermore, the participants
agreed to 73.8% of proactive suggestions. In line with previous research, driving-relevant use cases receive the best ratings, here we
reach 82.5% acceptance. Finally, the users reacted significantly faster to proactive PA actions, which we interpret as less cognitive load

compared to non-proactive behavior.
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1. Introduction

These days more and more people use Personal Assis-
tants (PAs) via voice, such as Google Assistant and Ama-
zon Alexa at home (Mittal et al., 2015), Apple Siri and
Microsoft Cortana on the smartphone (Kepuska and Bo-
houta, 2018), or Mercedes-Benz MBUX Voice Assistant
and BMW Intelligent Personal Assistant in the car (Braun
et al., 2019). These are available on many different devices
and offer convenient functionalities in different environ-
ments, such as setting reminders, navigating through traffic,
or sending messages to friends and colleagues. While serv-
ing the users’ needs, PAs constantly collect personal data
in order to personalize their services and adapt their behav-
ior. Adaptation needs not only to be performed in terms of
adapting to the user, but also in terms of adapting to the sit-
uation, in which these assistants are used. Especially, when
the user drives or is busy with another task at home (e.g.,
cooking), the interaction with a PA is only the secondary
task. Thus, user experience designers need to focus on the
user’s cognitive load in such settings, too. (Gabaude et al.,
2012;|Villing, 2009b; |Villing, 2009a) In order to investigate
how users perceive proactive voice output while driving,
we conducted a Wizard of Oz study in a driving simula-
tor with 42 participants. We varied traffic density during a
highway drive to induce different levels of cognitive load .
Furthermore, we permuted six in-car specific use cases and
added a non-proactive control condition with the same six
use cases. By employing a subjective DALI questionnaire
(Pauzié, 2008) we assessed the users’ cognitive load during
the interaction with the two PA variants. Additionally, we
let the participants rate both PA variants through the SASSI
questionnaire (Hone and Graham, 2000) both while driving
and afterwards. The results show that the proactive assis-
tant behavior has been rated similarly positively as for the
non-proactive one, where users initiated the dialog. In line
with previous research, the most driving-relevant use cases
were rated the best.

2. Related Work

In this work, we take a look at proactivity in PAs, but relate
it to the user’s cognitive load during the interaction as well.
Concerning proactivity, (Buss et al., 2011) and (Schrempf
et al., 2005) focus on the proactive actions of robots, which
are sometimes related to the user’s recognized intention.
But the proactivity lies in the proactive planning or execu-
tion of tasks and does not contain proactive dialog behavior.
Regarding the latter, Nothdurft et al. (2015)) declare appro-
priate interaction strategies for proactive dialogue systems
as an open quest. L’ Abbate (2007)) suggested in his disser-
tation how to model proactive behavior of conversational
interfaces: He defined that the assistant takes over the ini-
tiative in problematic and unclear situations in a virtual risk
management advisor scenario. Concerning cognitive load,
Lindstrom et al. (2008) have shown that there is an effect
of cognitive load on disfluencies when the user speaks to
in-vehicle spoken dialog systems. In (Angkititrakul et al.,
2007) the topic is discussed in a broader manner, model-
ing driver-behavior and assessing distraction for these in-
vehicle speech systems. Radlmayr et al. (2014)) present how
traffic situations and non-driving related tasks (such as talk-
ing to a PA) affect the take-over quality in highly automated
driving, whereas the works by Villing (2009b; [20092) as
well as Fors and Villing (Fors and Villing, 2011) are exactly
focusing on cognitive load while driving and talking to a di-
alog system or voice assistant. While Hamerich (2007) did
not take cognitive load into account, but presented proactive
dialogs relying on the context of real-time traffic situations
(at that time transmitted via TMC). According to previous
research by Schmidt et al. (2019b), proactivity and certain
use cases that are closely related to tasks while driving are
preferred by users during in-car HCI. Based on their find-
ings and the prior work of Hamerich (2007), we designed
the usability study presented in this work. To the best of our
knowledge, we are the first ones to systematically combine
all areas: proactive voice assistant behavior, cognitive load,
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Figure 1: Driving simulator with operator desk (Schmidt et
al., 2020)

and the subsequent user acceptance during the interaction
(secondary task) while driving (primary task). In this work,
we decided to assess our subjects’ cognitive load while
driving in a subjective manner. For this purpose, we rely
on the DALI questionnaire as introduced in (Pauzié, 2008)).
Regarding evaluation, we are assessing both the proactive
and the non-proactive assistant (control condition) ratings
by means of the SASSI questionnaire (Hone and Graham,
2000).

3. Driving Simulator Study

In this study (cf. (Schmidt et al., 2019a}; [Schmidt et al.,
2020)) 42 subjects completed the whole experiment in the
driving simulator. The distribution of sexes was almost
even with 22 male (52.4%) and 20 female (47.6%) subjects.
Their age averaged out on 43.7 years, ranging from 22 to
65 years. We paid attention to a balanced distribution of
yearly kilometrage among the participants. This is due to
the fact that driving was the primary task during the exper-
iment and driving habits could also influence the subjects’
perceived cognitive load, though we did not ask them to
perform challenging driving maneuvers. As shown in
the yearly kilometrage does not have a significant
effect on the subjects’ response times.

[Figure T|depicts the setup of the driving experiment: it con-
tained a fixed-base simulator with a 180° screen in a room
with controlled light and temperature conditions. The op-
erator desk was located in the same room, but could not be
observed while the participants sat on the driver’s seat.
Methodically, the study was designed as a two factor
within-subject experiment. illustrates that each
subject interacted with both a proactive (P) as well as a non-
proactive (NP) voice assistant, separated by a short driving
break in which the first assistant was rated. In between the
interaction with each of the assistants, the traffic density
was varied from low to high or vice versa. Consequently,
every subject interacted with both assistants and experi-
enced both traffic conditions during the respective interac-
tion phases. The order in which the assistants and traffic
conditions were presented was permuted, so that we created
the following four different experiment procedure variants:

e Variant 1: starting with NP and low traffic, switching

to high traffic; switching to P while remaining in high
traffic, ending with P and low traffic

e Variant 2: starting with NP and high traffic, switching
to low traffic; switching to P while remaining in low
traffic, ending with P and high traffic

e Variant 3: starting with P and low traffic, switching to
high traffic; switching to NP while remaining in high
traffic, ending with NP and low traffic

e Variant 4: starting with P and high traffic, switching
to low traffic; switching to NP while remaining in low
traffic, ending with NP and high traffic

The subjects were only informed that they were interact-
ing with assistant A or B, but they did neither know about
the current interaction type (NP or P), nor about the traffic
condition.

As mentioned beforehand, the tested voice assistant vari-
ants were operated in a Wizard of Oz (WOz) setup. All
potential (permuted) dialog paths were modeled in a rule-
based manner. We prepared up to four different possible
responses, depending on the subject’s input, and were also
able to repeat selected phrases, if subjects requested for it.
In addition to a synthesized female assistant voice (same
as in current Mercedes-Benz models), we also integrated a
synthesized male voice to pose questionnaire items about
subjectively perceived cognitive load (DALI) and system
ratings (SASSI). In this way, “he” acted as a standardized
virtual co-examiner to further establish controlled condi-
tions. Controlled conditions were also the main reason why
we chose a WOz setup: when testing proactive dialog be-
havior, we did not want potentially varying speech recog-
nition performance to influence our results. Furthermore,
as we have to cope with subject’s cognitive load, we did
not want to try out proactive voice assistant behavior in the
wild, because we did not know whether it would be too de-
manding for any subject.

In the following we describe an exemplary experiment pro-
cedure of our driving simulator study (cf. (Schmidt et al.,
2019a)). It had three parts: briefing, main experiment (the
drive), and debriefing. First, the examiner welcomed the
subject and led them to the briefing room. Then the sub-
ject was informed about audio- and video-taping which was
agreed by signing a respective form. Following this, the
subjects should fill out a general questionnaire on experi-
ence with PAs, technical affinity, their own car etc. After-
wards, the subjects were led to the cabin and introduced to
the car for the main experiment. The examiner informed
about the video camera and the two-way intercommunica-
tion system inside the car. Furthermore, they offered assis-
tance in case the subject needs help at any point during the
study. The subjects were given driving instructions: stay on
the right lane, drive around 110 km/h and follow the lead
car, do not overtake. The examiner gave the Empatica E4
wristband to the subject and checked that it was worn cor-
rectly. After answering potential questions, the examiner
took a seat at the operator’s desk. They assured that the sub-
ject can hear them (and vice versa), that the Empatica E4
was recording properly. The simulated car was situated in
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1. Assistant A
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Figure 2: Exemplary experiment procedure (Schmidt et al., 2019a)
a service area next to a three lane highway. When the sub- 7
jects were asked to start driving, they entered the highway
with no other traffic (neither same nor opposite direction). 6 ———r,
After around one minute, the subject closed up to the lead S, . Lt T .
vehicle, which they should follow at all times. It drove with > et
a constant speed of 110 km/h. After around two minutes of 4
the baseline drive the examiner reassured that the subject
feels well (no motion sickness due to graphic projection). 3 g
After this point the controlled experiment started and only 2 g - S~ - _ -
the WOz assistant(s) talked to the subject for the remaining et = —
drive (exception: in the middle of the drive, when the sub- 1
ject stopped at a service area, the examiner checked again Variant 1 Variant 2 Variant 3 Variant 4
for the subject’s well-being). Following the baseline drive
weec@ees SASS| fun —e— SASS| useful

(around five minutes), the traffic simulation started and cars
in the same and opposite direction were shown. After the
drive was finished, the examiner prepared the cabin and the
simulation setup for the next subject. They took back the
Empatica E4 wristband and led the current subject to the
debriefing room. The examiner asked the subject to fill out
a final short questionnaire about the usefulness of the pre-
sented use cases, and then saw them off.

To manipulate the subjects’ cognitive load, we varied the
traffic density during the experiment. After the baseline
drive without any traffic, the neural network traffic sim-
ulation was being started. Depending on the variant, it
started with a low or high traffic condition. In the low
traffic condition, 10 cars were simulated per 1 km on the
three-lane highway. In the high traffic condition, 40 cars
were simulated per 1 km on the three-lane highway. We
determined these numbers experimentally, taking the aver-
age speed and speed variations during these situations into
account which influence the subjects’ level of exposure and
the total time spent driving. If we would have increased
the number of cars from 10 to more than 50, there would
have appeared highly demanding braking situations when
traffic slows down, comparable to a real “stop and go” traf-
fic. Because this might have caused many motion sick sub-
jects, we limited the high traffic condition to 40 cars per 1
km. Additionally to the traffic density, the traffic simula-
tion included different types of drivers (excluding very ag-
gressive ones). As described above, our subjects interacted
with two different assistants In order to be able to compare
both interactions to each other, we controlled the experi-
ment by applying the same six use cases to the P and NP
assistant, respectively (see examples in [Table I). Overall
we presented the subjects five driving-related and one not
driving-related use cases. Most driving-related use cases
were close to the navigation domain, such as refueling or
rerouting. The order in which the use cases were presented
was permuted across subjects and variants. After three use

— # —SASSI_boring —e- - SASSI_tensed

Figure 3: SASSI mean ratings by variant (Schmidt et al.,
2020)

cases, i.e. when either the assistant or the traffic condition
was changed, the virtual co-examiner posed the same five
SASSI and six DALI questions.

4. Results & Evaluation

4.1. User Satisfaction & Cognitive Load

In this section we shortly summarize the results of the user
satisfaction as well as subjective cognitive load ratings,
elicited by means of SASSI and DALI questionnaire items.
(Schmidt et al., 2020) illustrates the mean SASSI
ratings across the 4 auditory items having fun using the sys-
tem, finding the system useful, finding it boring, or feeling
tensed while using the system, per variant. It shows that the
negatively connoted items boring and tensed got relatively
low ratings on the 7-point Likert scale from I do not agree
at all to I totally agree. Coherently, the positive items fun
and useful were rated relatively high. Generally speaking,
there are no noteworthy effects, but there is a significant
rise of fun between variant 2 and 3 (p < 0.05), which is
reversely reflected in the negative item boring.

Similarly, the results from the DALI questionnaire
(Schmidt et al., 2020) show only minor variations between
the non-proactive and proactive assistants. There are also
no big differences in the ratings relating to high and low
traffic densities, respectively. For the latter, we would have
expected more distinct results.
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Table 1: Sample Dialogs (Schmidt et al., 2019a)

Assistant Type  Interlocutor ~ Sample Dialogs
Non-Proactive ~ examiner Please express your request to refuel.
customer Hey Mercedes, I need to refuel.
vehicle The next gas station is located at a highway service
area in 10 kilometers. Should I navigate you there?
customer Yes, please.
vehicle Ok, I set the gas station as an intermediate stop.
Proactive vehicle Your remaining fuel range is 150 kilometers.
Should I already search for a gas station for you?
customer Yes, please.
vehicle Ok, the next gas station is located at a highway service
area in 30 kilometers. Should I navigate you there?
customer Yes, please.
vehicle Ok, I set the gas station as an intermediate stop.
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Figure 4: Average ratings of the six different use cases
(Schmidt et al., 2020)

4.2. User Reactions to Use Cases

Collapsing the rating results from (Schmidt et al., 2020)
regarding the use cases, the subjects had a clear preference
towards driving-related use cases as shown in [Figure 4]

The use cases Rerouting (4.86) and Refueling (4.69) were
rated best and did not receive any low ratings at the same
time, i.e. 1 or 2 on a 5-point Likert scale,. Appointment
(4.67) was rated slightly lower and got ratings between 2
and 5. While all three remaining use cases Parking (4.10),
Break (3.57), and News (2.81) got rated on the full scale
from 1 to 5, Parking was clearly the preferred use cases
among those three. While the suggestion to take a break
because of car-detected tiredness of the driver was still per-
ceived as a somewhat positive feature (probably because of
safety reasons as shown in (Schmidt et al., 2019b))), inform-
ing about news was not rated as positively with an average
below scale mean. In order to approve the subjects’ pref-
erence of specific use cases, we performed the Wilcoxon
Signed Ranks test for crossfold validation. The follow-

Appointment
Rerouting

Parking

T e ey
preak  ES S

0% 20%

Refueling

40% 60% 80% 100%

mYes Yes, text mYes,call mNo mNo, notyet mother

Figure 5: Users ”Yes”/”No” responses to proactive sugges-
tive questions

ing use case relations are rated significantly different with
p < 0.003 (calculated Bonferroni adjustment for 95% con-
fidence interval): Rerouting to News, Parking and Break.
Refueling to Break, News, and Parking. Appointment to
News and Break. Parking to News, and Break to News.

Moreover, we investigated how large the percentage was
among the participants to accept a proactive use case by
saying "Yes [...]” or "No [...]", respectively. [Figure 3| de-
picts these percentages for the five most accepted use cases.
As we can see compared to the previous numerical analy-
sis, the overall preference of the use cases in their ranking is
almost identical, only Rerouting and Appointment switched
rank 1 and 2. Averaging out all five use cases, the partic-
ipants agreed to 73.8% of proactive suggestions. In line
with previous research, driving-relevant use cases receive
the best ratings, here we even reach 82.5% acceptance for
the top four use cases. Interestingly, in the case of Appoint-
ment, where the suggestion was to ’call Anna or text her
that you are running 15 minutes late”, 37% just responded
”yes” while 41% wanted the PA to send a text message, and
20% wanted the PA to call Anna. With regards to the dialog
robustness of a PA to successfully process ambiguous user
input, it is good to see that most participants fully specified
their desired intent. For the well accepted use case Refu-
eling, it is interesting to see that besides 64% acceptance
and 19% denial, in 14% of the cases participants are just
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not immediately convinced as they would personally like a
refueling reminder that takes effect later, i.e., when the re-
maining range is lower than 150km. For the least accepted
use case Break, it showed that 61% deny the PA sugges-
tion to take a break, which is also in line with our previous
findings.

4.3. User Response Times

In this subsection, we analyze the users’ response times
elapsed between a PA action and the users’ respective re-
sponse. shows the results of a Friedman test,
performing a pair-wise comparison between the respective
proactive and non-proactive use case realizations. For the
presented four use cases, the users reacted significantly
faster to proactive PA actions, which we interpret as less
cognitive load compared to non-proactive behavior. We
performed the test on a Generalized Linear Mixed Model
and give mean response times in seconds to the reader.
Similar to the use case ratings presented in the previous
section, this shows the actual impact on the driver’s load
during proactive voice interaction while driving.

Because other factors could have also been influencing our
results regarding the participants’ response time, we ana-
lyzed the latter as a dependent variable. None of the pa-
rameters sex, age and kilometrage have a significant effect

on the response time as illustrated in

4.4. Proactivity in General

In general, participants are satisfied with proactive sug-
gestions by voice assistants. We can already derive this
from the positive SASSI ratings, which in some cases even
were more positive than the ratings for the NP variants (cf.
(Schmidt et al., 2020)). To get a clear picture of the sub-
jects’ opinion on proactivity, we posed the following direct
question in addition: One of the two assistants you have ex-
perienced, has spoken to you unrequestedly (proactively).
How important is it to you that a voice assistant makes sug-
gestions by its own accord (proactively)? The majority of
subjects responded that proactive suggestions by a voice as-
sistant are either rather or extremely important to them. In
the free text areas we gave in the questionnaire, a few sub-
jects wrote that proactive suggestions are the actual benefit
for them and the assistant appears intelligent through these.
As proactivity is a polarizing topic, we also asked the par-
ticipants to rate whether they wish to be able to deactivate
proactivity in a voice assistant. shows that only 4
participants do not wish for an deactivating option. 5 par-
ticipants wish to have a complete deactivation of proactive
suggestions. The vast majority of 33 participants wishes to
selectively switch the proactivity on or off depending on the
respective content, such as appointments, navigation etc.

5. Conclusion

In this work, we presented how users perceive and re-
act to proactive dialogs in a driving simulator WOz set-
ting. As drivers are already cognitively occupied with the
primary task of driving, proactively triggered interaction
by the voice assistant has to remain unobtrusive to regard
road safety. While the basic preconditions stayed the same
among subjects, the order in which they were confronted

Table 2: Friedman Test: pair-wise comparison of P/NP use
cases. Significance values adjusted through Bonferroni cor-
rection.

Use Case DOF mean NP mean P p
Appointment 11 3.79 223 0.003
Rerouting 11 2.56 1.51 0.006
Parking 11 3.06 1.91 0.026
Refueling 11 2.58 1.60 0.001

Table 3: Proactivity Results from a Generalized Linear
Mixed Model; dependent variable: Response Time

Parameter Std. Error  DOF P CI95%
sex 0.193 36 0.872 [-0.361,0.424]
age 0.008 36 0.069 [-0.031,0.001]
kilometrage 0.000 36 0.951 [-0.000,0.000]

with high or low traffic density varied. We assessed the
users cognitive load by means of subjective DALI ratings
as well as their user satisfaction by means of SASSI ques-
tionnaire items. The results show that proactivity in this
context is at least equally likable as non-proactive interac-
tion behavior while driving. At the same time the study
subjects significantly rate that they would like to be able
to deactivate proactivity for specific functionality (e.g., ap-
pointments, navigation etc.). The cognitive load measured
by means of DALI items was not diverging at all between
variants or assistant/traffic conditions. Furthermore, we
analyzed the user reactions: both regarding their content
and the elapsed response times to PA actions. Regarding
their response content, the participants agreed to 73.8%
of proactive suggestions. In line with previous research,
driving-relevant use cases receive the best ratings, here we
reach 82.5% acceptance. Finally, the users reacted signif-
icantly faster to proactive PA actions, which we interpret
as less cognitive load compared to non-proactive behavior.
We conclude from these findings that though users want to
deactivate proactivity, the majority sees it very positively
while driving in a controlled condition with several differ-
ent traffic densities. The vast majority even accepts the
proactive suggestions by the respective PA. For future ex-
periments we plan to implement a proactive assistant, while
the driving task is taking place in the wild or at least is alter-
nated in such a way that it contains more driving maneuvers

Table 4: “Do you want to be able to deactivate proactive
suggestions?”

frequency percent

no 4 9.5
yes, completely 5 11.9
yes, related to specific contents 33 78.6
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such as overtaking to be more realistic.
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