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Abstract
The aim of this article is to present Cheese! a conversational corpus and, as an illustration, an example of study that such a multimodal
corpus allows. Cheese! consists of 11 French face-to-face conversations lasting around 15 minutes each. In this article, the methodology
used to collect and enrich the corpus “Cheese!” is detailed: experimental protocol, technical choices, transcription, semi-automatic
annotations, manual annotations of smiling and humor. Then, an exploratory study investigating the links between smiling and humor is
proposed. Based on the analysis of two interactions of “Cheese!”, two questions are asked: (1) Does smiling frame humor? (2) Does
smiling have an impact on its success or failure? This study does not claim to fully answer these questions. Rather, it exemplifies which
kinds of investigation are made possible by such a corpus. Although the experimental design of Cheese! has been elaborated specifically
for the study of smiling and humor in conversations, the creation of high quality data set and the methodology presented can be replicated
and applied to the analysis of many other conversational activities (such as narration or explanation) and other multimodal phenomena.
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1. Introduction

Cheese! is an audio-video conversational corpus recorded
in 2016 at the LPL - Laboratoire Parole et Langage, Aix-
en-Provence, France, at the CEP - Centre for Speech Exper-
imentation1. It consists of 11 mixed and non-mixed dyadic
interactions, lasting around 15 minutes each. Cheese! was
first collected in order to make a cross-cultural comparison
of smiling during humorous productions between American
English and French (Priego-Valverde et al., 2018). Conse-
quently, it was recorded following the American protocol,
as closely as possible, especially concerning the tasks given
to the participants (see section 2.2).
The aim of this article is twofold. First, it presents the
the technical choices and the experimental protocol used
to construct the Cheese! corpus. So far, 5 interactions of
the corpus have been semi-manually annotated using dif-
ferent tools: the corpus has been automatically segmented
into Inter-Pausal units using SPPAS (Bigi, 2015) and man-
ually transcribed using SPPAS and then Praat (Boersma
and Weenink, 2018). Several automatic annotations were
then generated using SPPAS and MarsaTag (Rauzy et al.,
2014) software tools. Among these 5 interactions, 2 of them
have been manually annotated: participants’ smiles using
ELAN (Brugman et al., 2004), and humorous sequences
using Praat. Second, we propose an exploratory study in-
vestigating the links between smiling and humor. Based on
the analysis of two interactions, two questions will be asked:
(1) Does smiling frame humor? (2) Does smiling have an
impact on its success or failure?

1 CEP is a shared experimental platform for the collection and
analysis of data for the study of speech production and perception.
Among others, the CEP allows to gather a wide range of audio
and video data in its anechoic room.

2. Description of the corpus
2.1. Participants
The 22 participants of the corpus were students in Linguis-
tics at Aix-Marseille University. The two participants of
each interaction were in the same class andwere also friends
outside the university. All were French native students, from
20 to 40 years old. All were informed of the purpose of the
data collection when it was entirely finished and all signed
a written consent form (available on Ortolang) before the
recordings.

2.2. Experimental protocol
Two tasks were given to the participants. First, they were
asked to read each other a canned joke chosen by the re-
searchers (see annex). Second, they were asked to speak as
freely as they wished until the end of the interaction. These
two tasks were given in order to compare the sequences of
canned jokes and conversational humor both in French and
American English corpora (Priego-Valverde et al., 2018).
But in this article, only the sequences of conversational
humor were analyzed.
The participants were recorded in a soundproof roomwhere
they were seated face-to-face as illustrated in Figure 1. Par-
ticipants were fitted with two headset microphones (AKG-
C520) optimally positioned so as not to hide the mouth.
These microphones were connected by XLR to the RME
Fireface UC, which is connected with a USB cable to a PC
using Audacity software. The recordings are all sampled at
48,000 Hz in PCM signed 16 bits big-endian files (.wav).
Two cameras were positioned in such a way that each par-
ticipant was shown from the front. A video editing program
was used to merge the two videos into a single one (Figure
2) and to embed the high-quality sound of the microphones.
All the videos are 1920x1080 px sampled at 25 fps, with
H264 codec embedded in a mp4 container.
All these primary data are stored in Ortolang, the Open
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Figure 1: Design of the room and participants

Figure 2: Experimental design of Cheese!

Resources and TOols for LANGuage repository (Priego-
Valverde, Béatrice, 2016). A demo of 46 seconds is publicly
available and the whole corpus can be shared on-demand,
after registration. However, audio files re-sampled at 8,000
Hz and video files reduced to 363x206 px are publicly avail-
able and can be freely downloaded without registration.

3. Annotation of the data
So far, 5 interactions have been enriched with annota-
tions. From the audio file of each speaker, the Inter-Pausal
Units (IPUs) were automatically extracted. Then, the or-
thographic transcription was done manually by one of the
authors and both the IPUs and the orthographic transcrip-
tion were verified by another one of the authors. Several
automatic annotations were then generated, such as time-
aligned tokens, phonemes, syllables, TGA, morpho-syntax,
syntactic categories, and lemmas. Other annotations were
also provided manually from the audio signals or from the
videos, including smiles and humor.

3.1. Inter-Pausal Units
Inter-Pausal Units are the result of a sounding/silence seg-
mentation. They are widely used for large corpora in or-
der to facilitate speech alignments and for the analyses of
speech-like prosody (Peshkov et al., 2012).
The “Search for IPUs” automatic annotation of SPPAS soft-
ware tool was used on the 10 audio files of 5 dialogues. The
following parameters were used:

• Minimum silence duration is 200 ms, a common value
for French,

• Minimum IPU duration is 100 ms which is appropriate
to properly find the isolated feedback like "mh",

• Shift-left the beginning of the IPUs is 20 ms allows to
avoid truncating the first word,

• Shift-right the end of the IPUs is 20ms to avoid trun-
cating the final word.

The resulting annotationsweremanually verifiedwith Praat.
It resulted in 10 files with the expected IPUs and 10 files
with the IPUs automatically found by SPPAS. The automatic
system has been satisfactorily assessed on its ability to meet
the expected result (Bigi and Priego-Valverde, 2019).

3.2. Orthographic transcription
The orthographic transcription was performed manually
by one of the authors. Only the IPUs were listened with
“IPUScriber” tool of SPPAS. The transcription was verified
by another one of the authors with Praat.
In spontaneous speech, numerous phenomena occur such
as hesitations, repetitions, non-standard elisions, reduction
phenomena, truncated words, and more generally, non-
standard pronunciations. Events like laughter, noises and
filled pauses also occur very frequently in spontaneous
speech (Bigi and Meunier, 2018). The transcription of
Cheese! includes all these, and for the annotation of these,
we relied on the Enriched Orthographic Transcription con-
vention (EOT) of SPPAS software tool:

• a noise is annoted ’*’; it can be a breath, a cough or an
unintelligible segment, ...

• laughter is annoted by a ’@’
• a short pause is annoted by a ’+’
• a broken word is annoted with a ’-’at the end of the
token string

• an elision is mentioned between parenthesis, like thi(s)
• an unexpected pronunciation is annoted with brackets
like this [example, eczap]

• an unexpected liaison is surrounded by ’=’
• a comment of the transcriber is annoted with braces
like {this is a comment}

Two transcriptions can then be automatically derived from
the EOT (Bigi et al., 2012). The standard one contains the
standard formofwords and the faked one contains a phonetic
transcription of words. For example, the phrase « thi(s)
[example, eczap] “ has the standard form “this example” and
its faked form is “thi eczap”. The first one is human-readable
and relevant for syntactic or lexical analyses but the second
one provides a better grapheme-to-phoneme conversion and
is therefore more temporally aligned withe the audio stream.

3.3. Automatic annotations
From the manual transcriptions within the IPUs and from
the audio signals, we generated some of the automatic an-
notations available in SPPAS, named as Text normalization
(Bigi, 2014), Phonetization (Bigi, 2016), Alignment (Bigi
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Figure 3: Example of some of the automatic annotations generated by SPPAS and MarsaTag software tools from the
Transcription (last tier) and the audio file.

and Meunier, 2018), Syllabification (Bigi et al., 2010) and
Activity. Each of them resulted in a time-aligned set of an-
notation tiers. One of the specificities of such system is that
the filled-pause is represented by a specific acoustic model;
and the same for the laughter and the noise. It results in
accurate segmentation of spontaneous speech, as shown in
(Bigi and Meunier, 2018).
Figure 3 displays several of such tiers: only the last one with
the EOT was manually constructed. All the other tiers were
automatically generated: the Tokenization tier is one of tiers
resulting of the text normalization process; the PhonAlign
tier represents time-aligned sounds (phonemes, laughter,
filled pauses, short pauses and noises); the TokensAlign tier
contains time-aligned tokens like words, truncated words,
filled pauses, etc; the Activity tier is the main activities such
as speech or silence; Syllables/Classes/Structures are the re-
sult of the syllabification process. The part-of-speech (POS)
tags were automatically identified using MarsaTag (Rauzy
et al., 2014). It considers 9 parts-of-speech categories: ad-
jective, adverb, auxiliary, conjunction, determiner, noun,
preposition, pronoun, and verb. The result is represented
by the tiers S-morphosyntax, S-category and S-lemma.

3.4. Manual annotations of smiles
The smiles that occured during two interactions, (MA_PC
and JS_CL), were manually annotated, using the “Smiling
Intensity Scale” (SIS) (Gironzetti et al., 2016). The SIS
progressively measures the smile intensity from 0 (neutral
face) to 4 (laughter), based on Action Units (AUs) detailed
by the Facial Action Coding System (FACS) (Ekman and
Friesen, 1978). Table 1 represents the 5 levels of smile
intensity from the corpus.
In applying this scale, manual annotations of smiles were
performedwith ELAN software on each participant. Instead
of deciding where a smile starts and ends, each interaction
was divided into 400 ms intervals. This sampling rate has
been chosen as this is considered the time necessary to pro-
duce or perceive a complex gesture such as smiling (Sanders
and Sanders, 2013; Heerey and Crossley, 2013). Then, each
interval was assigned a smile intensity. This predefined in-
terval at which a smile category must be assigned allows
to allows for reduced subjectivity in annotating the be the
beginning or end of a smile. Furthermore, it is easier to per-
form counter-coding on intervals of the same duration and

location. 2,610 smile intensities were annotated in MA_PC
and 2,475 in JS_CL. This annotation protocol allows us to
precisely analyze the evolution of each participant’s smile.
A double coding was carried out on both interactions to
validate the reliability of these annotations and the relative
objectivity of the scale used. We then calculated Cohen’s
Kappa (Cohen, 1960), a statistical measure used to compare
the annotations of two judges. Both inter-annotator agree-
ment rates were qualified as excellent: 0.87 for MA_PC and
0.89 for JS_CL.

3.5. Manual annotations of humor
Humorous instances of the same two interactions (MA_PC
and JS_CL) were manually annotated by one of the authors
using Praat (Figure 4). First, the entire humorous sequences
were annotated and classified either as canned joke (CJ) or
conversational humor (CH). Then, within each sequence
of conversational humor, humorous items were annotated.
Two categories of criteria were applied to recognize humor.
The first one stems from the General Theory of Verbal Hu-
mor (Attardo and Raskin, 1991; Attardo, 2001), such as
the “script opposition”, and the “logical mechanism” (At-
tardo, 2001). The second one stems from previous studies
highlighting linguistic devices frequently used by humor in
conversation such as punning, pinning, repetition (see sec-
tion 1.3) and references to the participants’ common ground
(Priego-Valverde, 2003).
Finally, the analysis of each reaction to a humorous item
allows us to distribute each of them in failed (Fa) and
successful humor (Su). Three negative reactions were ob-
served (Priego-Valverde, 2020): humor acknowledged but
answered seriously (A), humor ignored (I), and humor ex-
plicitly rejected (R). When none of these reactions were
observed, the humorous items were qualified as successful.

4. Lexical coverage
From the result of the automatic text normalization, we
evaluated that the 5 dialogues of Cheese! are made up of
2,130 different words representing 20,201 occurrences. In
addition to these words, the dialogues include the following
items:

• 3,196 silences;
• 334 pauses;
• 176 noises;
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0 1 2 3 4

No smile Closed mouth smile Open mouth smile Wide open mouth smile Laughing smile

Table 1: Smiling Intensity Scale (Gironzetti et al., 2016). The illustrations of each level are pictures extracted from the
Cheese! corpus

Figure 4: Example of some of the manual annotations

• 401 instances of laughter;
• 598 filled pauses ("euh");
• 133 different truncated words occurring 265 times to-
gether.

Of the 2,130 words of the vocabulary, 1,027 (48.2%) occur
only once. The 10 most frequent are:

• 663 est (to be at present third person singular)
• 610 c’ (it)
• 581 tu (you, singular informal)
• 569 ouais (yeah)
• 516 je (I)
• 426 pas (not)
• 426 et (and)
• 382 de (of)
• 329 ça (that/this)
• 315 la (the, feminine gender)

These 10 most frequent words occur 4,817 times, so they
cover 23.8% of the vocabulary. Figure 5 illustrates this
relation among the words and their occurrences. We can
see that a vocabulary size of 40 words covers about 50% of
all spoken words.

5. Exploratory analysis of smiling and
humor in Cheese!

5.1. Smiling in conversation
Lots of information is emitted through gestures, facial ex-
pressions, postures, and other modalities (Birdwhistell and
Lacoste, 1968; Graham and Argyle, 1975). Out of several
modalities available and used by the interlocutors, smil-
ing is “the most frequent conversational facial expression”
(Cosnier and Kerbrat-Orecchioni, 1987). Even if smiling

Figure 5: Lexical coverage

is often studied for its emotional functions such as joy (Ek-
man, 1984) or happiness (Fernández-Dols and Ruiz-Belda,
1995), smiling has also been studied for its interactive func-
tions such as feedback expressions (Jensen, 2015). As smil-
ing can also convey pragmatic and interactive functions it is
also considered as a “facial gesture” (Bavelas et al., 2014).
That is why smile is considered here a communicative ges-
ture, in the perspective of analyzing the relationship between
smiling and humor in conversation. Smile has been mostly
analyzed in a binary way as it has been described depending
on its authenticity with the dichotomy “social” vs. “au-
thentic” or even “Duchenne” and “Non-duchenne” smiling
(Ekman and Friesen, 1975). Furthermore, smiling has been
mostly analyzed in terms of presence/absence. To report
the complexity of this facial expression, smiling will be in-
vestigated here in terms of its presence but also in terms of
intensities. While the presence of smiling will be investi-
gated as a potential marker of humor, its various intensities
allows us to deeper analyze the role of smiling during humor
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and the impact of smiling in the success or failure of humor.
In that aim, our approach of smiling relies on the Smiling
Intensity Scale (SIS) (Gironzetti et al., 2016), an annotation
system based on the Action Units from the FACS (Ekman
and Friesen, 1978). This scale divides smiling into 5 de-
grees of intensities, from neutral face to laughing smile.

5.2. (Failed) humor in conversation
Since Norrick’s seminal work on “conversational joking”
(Norrick, 1993) studies on humor in conversation are still
increasing. Many of them focus on the social / relational
functions of conversational humor, seen as a mixed phe-
nomenon going “frombonding to biting” (Boxer andCortés-
Conde, 1997). Another kind of work focuses on the humor-
ous devices used in conversations, such as punning (Nor-
rick, 1993), pinning (Priego-Valverde, 2016), and repeti-
tions (Tannen, 1989). Although far less frequent, studies
on failed humor began to really appear in the 2000s. The
most important part of such studies focuses mainly on the
hearer’s negative reactions (among others (Hay, 1994; Hay,
2001; Eisterhold et al., 2006; Attardo, 2002; Bell, 2009)),
or on the hearer’s failure to support the speaker’s humor.
For example, according to (Bell, 2015) who applies Hay’s
model of humor support (2001) to failed humor, i.e. humor
not supported, the 5 reasons that may lead to a failure of
humor are a lack of recognition, understanding, apprecia-
tion, agreement and/or engagement from the hearer. More
recently, focusing on the humor production and not per-
ception, Priego-Valverde (Priego-Valverde, 2019; Priego-
Valverde, 2020) analyzed failed humor produced by the par-
ticipant who is in the position of hearer. The way that
conversational constraints weight on on humor production
is highlighted.

5.3. Laughter and smiling as multimodal
markers of humor in conversation

Links between laughter and humor have been regularlymen-
tioned since the seventies inConversationAnalysis. Consid-
ered a marker of humor (Sacks, 1974) laughter was studied
by (Jefferson, 1979) as a device in conversation used by
the speaker to show his/her humorous intention. In line
with such studies, laughter has even been considered “the
contextualization cue for humor par excellence” (Kotthoff,
2000), and its absence has been seen as a mark of failure of
humor (Norrick, 1993). However, the relationship between
laughter and humor is more than questionable. Firstly, hu-
mor does not necessarily trigger laughter and laughter is
not always provoked by humor (Attardo, 1994; Foot, 2017;
Morreall, 2001; Priego-Valverde, 2003). Secondly, it has
been shown that not only does the lack of laughter not nec-
essarily mean that humor has failed, but it can also be seen
as a support strategy (Hay, 2001).
More recently, studies on smiling and humor have begun
to appear. The most significant have been conducted in
computer-mediated conversations. In (Attardo et al., 2013),
for example, smiling synchronicity was studied in rela-
tion with the presence or absence of humor, hypothesizing
on the function of “framing” of smiling. This hypothe-
sis was deepened by (Gironzetti et al., 2016) adding the
role of the synchronicity of smiling between participants.

This “framing” role of the synchronicity of smiling has
also been highlighted in French face-to-face conversations
(Priego-Valverde, 2017; Priego-Valverde and Bigi, 2016).
In (Gironzetti et al., 2019), the role of smiling and smiling
synchronicity, as a discourse marker has been also inves-
tigated. They show that, even if smiling is present in the
whole conversation, its intensity is higher during humor
productions. Thus, the authors hypothesize that an increase
in smiling intensity is a more significant way to frame an
exchange as humorous than the sole presence of smiling.

In linewith these previous studies, the present exploratory
study investigates the links between smiling and humor. Two
questions will be asked: (1) Is smiling a marker of humor?
(2) Does smiling diminish the risk that humor will fail?
In order to provide potential answers to these questions,
methodological decisions have been made:

• Smiling was isolated from other facial behaviors such
as neutral face and laughter, using the SIS;

• When a humorous item included at least one occur-
rence of smiling, and even associated with other facial
behavior, it was analyzed as smiling;

• Humorous productions were analyzed in two ways:
Firstly, in order to present a general picture of the
two interactions analyzed, the total duration of the hu-
morous productions in the entirety of the interactions
was calculated based on the humorous sequences ex-
tracted. These sequences include the humorous items
produced by the speakers and the hearers’ reactions.
In each interaction, the two first humorous sequences
were excluded because they correspond to the canned
joke that the participants had to read to each other,
and not to conversational humor as freely appearing in
any conversation. Secondly, for the rest of the analysis
focusing on humorous productions (and not reactions
to these), only the humorous items included in each
humorous sequence were studied.

5.4. General overview of the data
5.4.1. Duration of the humorous productions
Based on this methodology, the total duration of humorous
productions was calculated comparing the duration of the
humorous sequences with the duration of the non-humorous
sequences: 2.6min inMA_PC (for a total interaction lasting
17.4 min) and 7.03 min in JS_CL (for a total interaction
lasting 16.5 min). Such a high difference between the two
interactions can be explained by two factors: a gender effect
(MA_PC is a mixted dyad while JS_CL are two women),
and the conversational topics developed (in MA_PC, they
spend a long time talking about their future exams).

5.4.2. Frequency of the humorous items
The frequency of the humorous items produced by each
participant was then calculated (Table 2).
Here again, high inter-individual differences appear, espe-
cially between MA and CL. MA is the lesser prolific par-
ticipant. He is also the only man and the participant who,
because he is a good student, advises PC on the way she
has to study. Thus, the two same factors than showed above
could explain this difference.
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Participants Nb. of humorous items Avg.
MA 23 1.3/min
PC 32 1.8/min
JS 39 2.36/min
CL 53 3.2/min

Table 2: Number of humorous items by participant

5.5. Relationship between smiling and humor
As smiling is frequent in conversation, its sole presence
cannot be an indicator per se of humor. We compare hu-
morous and non-humorous sequences, hypothesizing that
smiling intensity will be higher in the former, in line with
(Gironzetti et al., 2019).

Figure 6: Mean smiling intensity during humorous and
non-humorous segments

Figure 6 shows that mean smiling intensity is mainly
higher during humorous sequences, which is consistent with
(Gironzetti et al., 2019). However, such result must be inter-
preted with caution because one participant (CL) displayed
the exact same mean smiling intensity in both humorous
and non-humorous sequences. If a higher mean smiling
intensity is more frequent during humorous sequences, it is
not systematic.
Then, in order to investigate the role of smiling as a

marker of humor, smiling was isolated from other facial
behaviors (neutral face and laughter) displayed by each par-
ticipant while producing their humorous items.
Figure 7 shows that smiling is themost frequent facial behav-
ior displayed by all the participants while producing humor.
Laughter is far less frequent and, unsurprisingly, displaying
a neutral face is rare. Thus, observing smiling in a binary
way (presence/absence), tends to confirm the assumption
that smiling is a marker of humor.

Figure 7: Number of facial behaviors per participant during
humor production

5.6. Potential impact of smiling on the success or
failure of humor

Considering that these results tend to indicate that both
intensity mean (figure 6) and presence/absence of smiling
(figure 7) are markers of humor, the impact of smiling on
the success or failure of humor was then investigated. In
other words, does smiling reduce the risk that humor will
fail? To answer this question, we compared the number of
failed and successful humorous items produced by all the
participants.

Figure 8: Number of failed and successful humorous items
by participant

Figure 8 shows that failed humor is less frequent than suc-
cessful humor, which is consistent with other studies con-
ducted on another corpus (Priego-Valverde, 2020). This
tendency is very clear, except for one participant (PC)whose
results are more balanced.
Then, the percentage of smiles present in failed and success-
ful humorous items was also been compared (Figures 9 and
10). They were isolated from the two other facial behaviors
displayed by participants, i.e. neutral face and laughter.

Figure 9: Percentage of successful humorous items pro-
duced with and without smile

Figure 9 shows that all the participants display many more
smiles than other facial behaviors during successful humor,
and more than laughter. Unsurprisingly, the neutral face
is almost nonexistent. At first glance, such a result seems
to confirm that smiling favors the success of humor. How-
ever, Figure 10 mitigates these results. It shows that all
the participants display also many more smiles than other
facial behaviors during failed humor. This results therefore,
tend to confirm the high rate of smiling during humorous
sequences and, consequently, its role as a marker of humor.
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Figure 10: Percentage of failed humorous items produced
with and without smile

But they do not show that smiling reduces the risk for humor
to fail.
Finally, the mean smiling intensity displayed both in

failed and successful humorous items has been calculated.

Figure 11: Mean smiling intensity displayed during failed
(Fa) and successful (Su) humor

Figure 11 shows that three participants display a higher
mean smiling intensity during successful humor. However,
MA’s one is lower during successful humor than failed hu-
mor. MA being the only male participant, this difference
could be explained by a gender effect.
When comparing figures 9 and 11, the results show that,
with successful humor, most of the participants displaymore
smiles than other non-verbal behaviors with also a higher
mean intensity than with failed humor, except for MA.
When comparing figures 10 and 11, the results show that,
with failed humor, most of the participants display alsomore
smiles than other facial behaviors, but with a lower mean
intensity than with successful humor, except for MA.
Such results show that mean smiling intensity seems to be
a more robust criterium than the sole presence or absence
of smile to evaluate the impact of smiling on the success or
failure of humor. However, based on only four participants
including one exception (MA), such a result cannot be more
precise.
When comparing Figure 6 and 11, the results show that all
the participants whether they produce failed or successful
humor, display a higher mean smiling intensity during hu-
morous items than during non-humorous sequences. This
result tends to show that mean smiling intensity works also
as a marker of humor.

Finally, CL’s very low mean smiling intensity with failed
humor diminishes a lot her mean smiling intensity during
humor. It could explain why she displays the same smiling
intensity whether or not she produces humor (see Figure 6).

6. Discussion
The methodology used to annotate both failed and success-
ful humor has already been used on another corpus (Priego-
Valverde, 2020). It is thus replicable. The methodology
used for annotating smiling through its different degrees of
intensities has also been used in previous studies on hu-
mor in American English (Attardo et al., 2013; Gironzetti
et al., 2016; Gironzetti et al., 2019), on humor in French
(Priego-Valverde and Bigi, 2016; Priego-Valverde, 2017),
and on studies about topic transitions in French conversa-
tions (Amoyal and Priego-Valverde, 2019). More recently,
this methodology made it possible to conduct research on
automatic detection of smiles (Rauzy & Amoyal, submit).
Moreover, investigating smiling behavior with the “Smiling
Intensity Scale” (Gironzetti et al., 2016) describing smile
according to 5 levels of intensities is particularly relevant
not only to distinguish smiling from other non-verbal be-
haviors such as the neutral face and laughter, but also to go
beyond the binary analysis of smiling in terms of presence
vs. absence.
This study provides some clues about the role of smiling as
a maker of humor. First, smiling is the most frequent facial
behavior used in humor. It is used more than neutral face
and more than laughter. Considering that the links between
laughter and humor have been muchmore thoroughly inves-
tigated, the role of smiling in humor could have been under-
estimated by previous studies. The second result concerns
the mean smiling intensity which is higher in humorous se-
quences than in non-humorous sequences. This result is
consistent with previous studies (see section 1.3). In other
words, both the presence and the mean smiling intensity
seem to be a marker of humor.
Focusing on whether or not smiling diminishes the risk for
humor to fail, the results are less meaningful. On the one
hand, smiling is the most present facial behavior both in
successful and in failed humor. Thus, it does not seem to
reduce the risk of failure. On the other hand, mean smiling
intensity is higher in successful humor than in failed humor.
This result could indicate that mean smiling intensity has
a larger impact of the success or failure of humor than the
simple presence of smiling. However, such a result cannot
be considered meaningful either because, this only holds for
three participants. The fourth participant actually displayed
a higher mean smiling intensity during failed humor. One
exception among only four participants represents too large
of an uncertainty to draw any clear conclusion about the
impact of mean smiling intensity on the success or failure
of humor.

7. Conclusion
This paper presents the Cheese! corpus consisting of a set
of 11 face-to-face interactions. Five of these interactions are
already largely annotated with enriched orthographic tran-
scription, time-aligned phonemes, syllables, words, part-
of-speech, etc. A first observation concerns the restricted
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vocabulary used: 40 words cover 50% of the dialogs. So
far, manual annotations of smiling and humor have been
provided for two interactions (MA_PC and JS_CL).
The results of this exploratory study need to be interpreted
with caution, and further research is needed to deepen our
understanding of the interplay between smiling and humor.
Thus, when all the interactions are transcribed and anno-
tated, further studies will take two directions. First, the
same analysis will be carried out on the entire corpus in or-
der to confirm (or not) the role of smiling and mean smiling
intensity as a marker of humor. The real impact of mean
smiling intensity on the success or failure of humor will
be also investigated more in depth. Second, certain factors
which may explain some of the variations in our results
will be explored, such as gender and conversational topics
developed by the participants.
The experimental protocol used for Cheese! has led to the
creation of a high-quality data set that opens many per-
spectives for future research. The separation of the audio
files facilitates their transcriptions, allowing for phonetic
and prosody analyses. The conversational setting allows
for the analysis of conversational phenomena. Finally, the
quality of the videos allows for future analysis of smiling,
and more generally, of other non-verbal phenomena such as
hand gestures, nods, and postures.

8. Acknowledgements
The authors wish to thank the CEP - Centre
d’Expérimentation de la Parole, the shared experimental
platform for its help in creating the recordings.

9. Annexes
Frog joke
An engineer was crossing a road one day when a frog called
out to him and said, “If you kiss me, I’ll turn into a beautiful
princess.”
He bent over, picked up the frog and put it in his pocket.
The frog spoke up again and said, “If you kiss me and turn
me back into a beautiful princess, I will stay with you for
one week.”
The engineer took the frog out of his pocket, smiled at it
and returned it to the pocket. The frog then cried out, “If
you kiss me and turn me back into a princess, I’ll stay with
you and do ANYTHING you want.”
Again the engineer took the frog out, smiled at it and put it
back into his pocket. Finally, the frog asked, “What is the
matter? I’ve told you I’m a beautiful princess that I’ll stay
with you for a week and do anything you want. Why won’t
you kiss me?”
The engineer said, “Look I’m an engineer. I don’t have time
for a girlfriend, but a talking frog, now that’s cool.”

Donkey joke
A car was involved in an accident in a street. As expected a
large crowd gathered. A newspaper reporter, anxious to get
his story could not get near the car.
Being a clever sort, he started shouting loudly, "Let me
through! Let me through! I am the son of the victim."
The crowd made way for him.
Lying in front of the car was a donkey.
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