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Abstract
We introduce WikiPron, an open-source command-line tool for extracting pronunciation data from Wiktionary, a collaborative multilingual
online dictionary. We first describe the design and use of WikiPron. We then discuss the challenges faced scaling this tool to create an
automatically-generated database of 1.7 million pronunciations from 165 languages. Finally, we validate the pronunciation database by
using it to train and evaluating a collection of generic grapheme-to-phoneme models. The software, pronunciation data, and models are all

made available under permissive open-source licenses.
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1. Introduction

Nearly all speech technologies depend on explicit mappings
between the orthographic forms of words and their pronunci-
ations, represented as a sequence of phones. These mappings
are constructed using digital pronunciation dictionaries, and
for out-of-vocabulary words, grapheme-to-phoneme conver-
sion models trained on such dictionaries. Like many lan-
guage resources, pronunciation dictionaries are expensive to
create and maintain, and free, large, high-quality dictionaries
are only available for a small number of languages.

1.1. Prior work

Given the importance of pronunciation modeling to speech
technology and the dearth of freely available data, some
researchers have exploited crowd-sourced pronunciation
data (Ghoshal et al., 2009). One obvious source of data
is Wiktionary, a collaborative multilingual online dictionary.
Wiktionary has been mined for many natural language re-
sources, including UniMorph, a multilingual database of
morphological paradigms (Kirov et al., 2018). Schlippe et
al. (2010) extract Wiktionary pronunciation data for English,
French, German, and Spanish. They report that this data is
both abundant and improves automatic speech recognizer
performance. However, they do not release any software or
data. Deri and Knight (2016)) release a collection of 650,000
word-pronunciation pairs extracted from Wiktionary; once
again, they do not release the associated software.

1.2. Contributions

In this paper we introduce WikiPron, an open-source tool
for mining pronunciation data from Wiktionary. We then
describe a database of 1.7 million word/pronunciation pairs
in 165 languages, both living and dead, natural and con-
structed, that we mined using this tool. Finally, we use this
database to perform experiments in grapheme-to-phoneme
modeling. WikiPron and the full pronunciation database are
hosted at a public open-source repositoryp_-] Materials for
the modeling experiments are hosted at a separate open-
source repository While we target a smaller number of

"https://github.com/kylebgorman/wikipron
2https ://github.com/kylebgorman/
wikipron-modeling

o(Castilian) IPAKeY): /engu'(ir/, [éngu'(ir]
o(Latin America) IPAK®Y): /engu'fir/, [énguljir]

Figure 1: Pronunciation of the Spanish word enguillar ‘to
wolf down’ as it appears on Wiktionary. The entry gives
phonemic and phonetic transcriptions for two dialects.

languages than the 531-language data set provided by |Der1
and Knight (2016)—we omit languages with fewer than 100
word-pronunciation pairs, and do not perform any sort of
cross-lingual projection—our database contains more than
twice as many word-pronunciation pairs. Furthermore, we
release our mining software so that users no longer depend
on ossified snapshots of an ever-growing, ever-changing
collaborative resource.

1.3. Wiktionary pronunciation data

At the time of writing, the English edition of Wiktionary has
pronunciation entries for over 900 languagesﬂ An example
of this data is shown in Among them are living,
ancient (e.g., Egyptian), constructed (e.g., Esperanto), and
even reconstructed (e.g., Proto-Austronesian) languages. Of
these, nearly 200 languages have 100 or more entries. Pro-
nunciations are given in the International Phonetic Alphabet
(IPA), and many languages provide transcription guidelines
for Wiktionary contributors.

2. Using WikiPron

WikiPron is implemented as a Python package hosted by the
Python Package Index (PyPI). In a Python 3.6+ environment,
WikiPron can be conveniently downloaded and installed by
executing the terminal command

pip install wikipron

To scrape pronunciation data for, say, French (ISO 639 code:
fra), the terminal command

wikipron fra

3 lhttps://en.wiktionary.org/wiki/Category |
Terms_with_TIPA_pronunciation_by_language
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Word Pronunciation
accrémentitielle aksematitje
accrescent akvesa
accrétion akvesjd
accrétions akpesjd

Table 1: Sample French “phonemic” pronunciation data
scraped by WikiPron; the pronunciations have been seg-
mented, and stress and syllable boundary markers removed.

initiates the scraping run and prints the data to standard
output. Optional command-line arguments used for further
customization are discussed in section [3.2]below. The output
of WikiPron is a list of UTF-8 encoded word/pronunciation
pairs, with each pair on its own line and word and pronunci-
ation separated by a tab character. Sample output is shown
in This simple output format is intended to be suffi-
ciently generic to be used in a wide variety of circumstances.
WikiPron also has a Python API, which allows one to build
more sophisticated workflows, such as the massively multi-
lingual mining tool we now discuss.

3. The massively multilingual database

The vast majority of prior work on grapheme-to-phoneme
modeling is limited to a handful of high-resource languages
for which large pronunciation databases are publicly avail-
able. Or, in other cases, such as the recent study of multilin-
gual G2P by |van Esch et al. (2016), modeling experiments
are conducted using proprietary resources and thus these
results are not replicable by the larger research community.
Furthermore, researchers interested in multilingual G2P are
limited to a single static snapshot (Deri and Knight, 2016))
of this unique and dynamic resource for pronunciation data.
To remedy this limitation, the WikiPron repository hosts a
database of pronunciations from the 165 Wiktionary lan-
guages for which at least 100 pronunciations are available.
It also contains code used to automatically generate and up-
date this database. This design allows us to quickly produce
versioned releases of the database on an annual basis.

3.1. Summary statistics

gives the number of pronunciation entries for the
165 languages, dialects, and scripts currently supported. In
all, these comprise 1.7 million pronunciations.

3.2. Challenges

We faced a number of challenges in developing WikiPron
to support hundreds of Wiktionary languages. Below, we
describe some major linguistic and technical challenges, and
the solutions pursued by WikiPron.

Phonetic versus phonemic transcription Wiktionary en-
tries (both within and across languages) vary in terms of
whether phonetic or phonemic transcription is given. For
consistency, we decided it was desirable to separate phone-
mic and phonetic transcriptions. Fortunately, the distinction
is indicated by the use of square brackets (for phonetic
transcription) or slashes (for phonemic transcription) as is

standard in linguistic literatureE] Therefore, WikiPron allows
users to select either phonemic or phonetic transcriptions
via a command-line flag.

Dialect specification Many Wiktionary pronunciations
are paired with dialectal specifications, as exemplified by
Figure [T} If these specifications were simply ignored, we
would obtain a large number of pronunciation variants for
each word. Therefore, WikiPron allows users to limit their
query to certain dialect specifications via a command-line
flag. At the time of writing, there are four languages each
split into two separate dialects in the massively multilin-
gual database; the two registers of Norwegian—Bokmal and
Nynorsk—are treated as separate languages by Wiktionary.

IPA segmentation For modeling purposes, it is highly
desirable to have pronunciations segmented in a way that
properly recognizes IPA diacritics, e.g., that keeps combin-
ing and modifier diacritics with their host phonetic symbols
or preserves the transcription of contour segments indicated
using tie bars. For example, consider [k"zt], a phonetic tran-
scription of the English word cat. A naive segmentation sep-
arating out each Unicode codepoint would separate [k] and
its aspirated release, giving (k, !, &, t). WikiPron uses the
segments library (Moran and Cysouw, 2018) to segment
IPA strings. This correctly segments [k"at] as (k", &, t).
One known limitation of the segments library is that it does
not yet properly segment diacritics that precede the phone
they are meant to modify. For example, the Faroese word
kokusngt /kMo"kusng:™t/ ‘coconut’, which contains two pre-
aspirated stops, is segmented as (kh, ok, u, s, n, P, t)
with the aspiration incorrectly attached to the preceding
vowels. Finally, IPA segmentation can also be disabled us-
ing a command-line flag.

Suprasegmentals WikiPron also has command-line flags
allowing users to optionally remove word stress marks or
syllable boundaries. These options are enabled for the mas-
sively multilingual database because stress and syllable
boundaries are often omitted in G2P modeling tasks.

Special orthography and pronunciation extraction
The vast majority of languages on Wiktionary use the same
underlying HTML structure for their entries, a key feature
which enables massively multilingual pronunciation mining.
However, some languages require special treatment, and
targeting the IPA transcription or the correct orthographic
form can be technically challenging. Certain languages, such
as Khmer and Thai, require bespoke extraction functions
to target their pronunciations, while other languages like
Japanese require special extraction functions to target their
pronunciations and orthographic forms. Wiktionary entries
in Japanese have headwords written in kanji, hiragana, or
katakana. Kanji entries also provide their corresponding

* It is important to note that the distinction between “phonemic”
and “phonetic” transcriptions on Wiktionary does not necessarily
correspond to the linguistic notions of this distinction. In particular,
“phonemic” transcriptions for some languages include predictable
allophones; for example, German “phonemic” transcriptions con-
tain both [¢] versus [x], despite the fact that these have long been
regarded as allophones of a single phoneme (Bloomfield, 1930).
Wiktionary’s “phonemic” and “phonetic” transcriptions are more
accurately described as “broad” and “narrow”, respectively.
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Language # entries Language # entries Language # entries
Adyghe 4,620 Hindi 8,218 Old Tupi 147
Afrikaans 897 Hungarian 44,670 Oriya 211
Albanian 1,149 Hunsrik 812 Ottoman Turkish 116
Alemannic German 300 Icelandic 9,614 Pashto 1,210
Aleut 104 Ido 5,110 Persian 3,300
Ancient Greek 68,783 Indonesian 1,182 Piedmontese 281
Arabic 5,036 Interlingua 264 Pipil 262
Aramaic 2,330 Irish 6,117 Pitjantjatjara 125
Armenian 13,568 Italian 9,612 Polish 118,947
Assamese 4,384 Japanese (Hiragana) 14,494 Portuguese (Brazil) 9,315
Asturian 130 Japanese (Katakana) 4,549 Portuguese (Portugal) 9,539
Azerbaijani 1,985 Kabardian 824 Punjabi 132
Balinese 172 Khmer 2,950 Romanian 4,300
Bashkir 1,932 Kikuyu 1,010 Russian 388,999
Basque 222 Korean 12,623 Sanskrit 4,577
Belarusian 1,168 Kurdish 1,152 Sardinian 107
Bengali 663 Lao 299 Scots 869
Breton 480 Latin 34,017 Scottish Gaelic 904
Brunei Malay 339 Latvian 1,269 Skolt Sami 77
Bulgarian 34,355 Libyan Arabic 154 Serbo-Croatian (Cyrillic) 22,683
Burmese 3,998 Ligurian 753 Serbo-Croatian (Latin) 23,685
Carrier 175 Limburgish 125 Sicilian 736
Catalan 46,948 Lithuanian 12,603 Slovak 3,742
Cebuano 266 Livonian 353 Slovene 4,360
Chichewa 734 Low German 189 Spanish (Castilian) 47,597
Choctaw 109 Lower Sorbian 1,930 Spanish (Latin America) 38,184
Classical Nahuatl 1,182 Luxembourgish 3,980 Sranan Tongo 153
Classical Syriac 5,924 Macedonian 4,760 Swedish 2,826
Coptic 105 Malay 2,486 Sylheti 224
Cornish 401 Maltese 2,118 Tagalog 1,391
Czech 20,328 Manx 195 Tajik 132
Dalmatian 176 Marshallese 321 Tamil 1,351
Danish 4,119 Mauritian Creole 184 Taos 135
Dongxiang 117 Mecayapan Nahuatl 111 Telugu 441
Dutch 22,175 Mi'kmaq 134 Thai 14,095
Dzongkha 190 Middle Dutch 210 Tibetan 1,569
Egyptian 2,684 Middle English 6,293 Tongan 154
English (UK, R.P.) 52,425 Middle Low German 171 Turkish 2,009
English (US, Gen. Am.) 48,556 Middle Welsh 144 Ukrainian 1,655
Esperanto 14,086 Mongolian 982 Urdu 700
Estonian 283 Navajo 146 Uyghur 207
Faroese 1,639 Neapolitan 238 Vietnamese 10,975
Finnish 38,613 Northern Sami 3,344 Volapiik 562
French 53,655 Norwegian (Bokmal) 878 Wauja 146
Galician 4,645 Norwegian (Nynorsk) 1,106 Welsh (North Wales) 4,271
Gamilaraay 444 Norwegian 2,081 Welsh (South Wales) 5,203
Georgian 14,037 Occitan 290 West Frisian 720
German 26,887 Okinawan 152 Western Apache 147
Gothic 623 Old English 6,280 White Hmong 214
Greek 7,842 Old French 334 Xhosa 367
Gulf Arabic 417 Old High German 120 Yakut 134
Hadza 273 Old Irish 1,710 Yiddish 319
Hawaiian 484 Old Norse 160 Zazaki 178
Hebrew 1,161 Old Saxon 178 Zhuang 360
Hijazi Arabic 762 Old Spanish 270 Zulu 907

Table 2: Number of entries per language; if both phonemic and phonetic entries are present for a given language, only the
larger of the two is shown. Counting both phonetic and phonemic pronunciations, there are 1,667,526 entries in all.

4225



katakana form and all entries list their corresponding romaji
elsewhere on the page. For modeling purposes, we extract
both hiragana and katakana forms, and then separate hira-
gana and katakana data as a post-processing step. A similar
issue arises in Serbo-Croat. Wiktionary entries for this lan-
guage include both “Serbian” headwords written in Cyrillic
and “Croatian” headwords written in Latin script. We there-
fore separate the Serbo-Croat data into the two constituent
scripts as a post-processing step. A final challenge is posed
by Latin. Modern Latin scholarship uses the macron diacritic
to indicate long monophthongs, but macrons are not present
in Wiktionary headwords. This creates numerous instances
of “homographs”: for example, the headword malus can be
pronounced either as malus [malus] ‘unpleasant’ or malus
[ma:lus] ‘apple tree’ E] This also requires language-specific
HTML parsing to extract the proper graphemic form.

4. Experiments

To validate the WikiPron data, we perform a series of
grapheme-to-phoneme modeling experiments. We first con-
struct a sample of WikiPron data from fifteen languages.
No two languages in this sample are closely related, and
and the majority use a non-Latin script. For each language,
we remove entries consisting of a single grapheme or a
single phone and words with multiple pronunciations. We
then randomly partition the data into disjoint training (80%),
development (10%), and test (10%) setsE]

4.1. Models

We experiment with two types of model, described below.

4.1.1. Pair n-gram model

Our baseline is a form of the pair n-gram model (Novak
et al., 2016). This approach is closely related to the hidden
Markov model approach proposed for G2P by Taylor (2005)
but allows for much faster training of higher-order models.
Our implementation uses libraries from the OpenGrm col-
lection, including Pynini (Gorman, 2016), Baum-Welch, and
NGram (Roark et al., 2012)).

Training Let G be the set of graphemes, P the set of
phones, and e the empty string. We first construct a unigram
aligner finite-state transducer

C* =[(GU{e}) x (PU{e))]*

where x is the cross-product operator and * is the Kleene
star. The resulting tranducer has the topology of a unigram
model of grapheme-to-phone alignment, one which permits
any grapheme to align to any one phone, and any phone to
align to any one grapheme, and both graphemes and phones
can align to nothing, symbolized by e. Next, we use Viterbi
training (?, 293) to maximize the probability of the training
data until convergence. We use 25 random initializations,

3|Gorman et al. (2019) report that this issue afflicted the Latin
data in the CONLL-SIGMORPHON 2017 shared task on morpho-
logical reinflection, which also used data mined from Wiktionary.

6 A similar evaluation setups is used by ?),|Chen (2003), Taylor
(2005), [Bisani and Ney (2008), and |Novak et al. (2016), among
others.

run in parallel, and select the model which minimizes train-
ing data perplexity. Then, we compute the best-probability
alignments for the training data using the Viterbi algorithm.
We then “encode” the alignments so that each alignment
is a finite-state acceptor in which each transition matches
a (G Ue, P U ¢) pair. Using these encoded alignments, we
compute a higher-order n-gram model over these pairs. This
model is smoothed using the Kneser-Ney method (Ney et
al., 1994), shrunken to 1 million n-grams using relative en-
tropy pruning (?), and encoded as a weighted finite-state
acceptor. Finally, we then “decode” the acceptor arcs so that
each transition accepts a grapheme or the null € and each
transition emits a phone or a null. The resulting weighted
finite-state transducer, a weighted relation over G* x P*,
is our final model. For further details and alternatives, see
Novak et al. (2016).

Tuning The development set is used to select the order of
the n-gram model; we sweep values in the range 2-9.

Decoding To compute the best path, we compose the
grapheme sequence with this weighted transducer, produc-
ing a weighted lattice of possible phone sequences. We then
compute the highest probability phone sequence through the
lattice using the Viterbi algorithm.

4.1.2. Neural sequence model

Neural network sequence-to-sequence models have also
been used for G2P. Rao et al. (2015)) and |Yao and Zweig
(2015)) report that these models outperform pair n-gram mod-
els on CMUDict, a large database of American English pro-
nunciations, and jvan Esch et al. (2016)) apply these models
to a large, proprietary 20-language database. Here, we pro-
vide a simple proof of concept using the fairseq toolkit
(Ott et al., 2019).

Training The model consists of a single bidirectional
LSTM encoder layer and a single LSTM decoder layer con-
nected by a standard attention mechanism. The two embed-
dings share parameters, a simple form of regularization. We
train using up to fifty epochs of stochastic gradient descent
with a fixed learning rate.

Tuning Given that many of the data sets are far smaller
than the ones used in prior work on neural network G2P, we
limit ourselves to a simple hyperparameter search. We use
the development set to perform early stopping; that is, we
generate a checkpoint each epoch, saving the checkpoint
that minimizes development set perplexity. We also use the
development set to select the dimensionality of the encoder
and decoder, and source and target embeddings, sweeping
in lockstep over values in {64, 128, 256, 512, 1024}.

Decoding During decoding we use the early-stopping
checkpoints and search using a beam of width five.

4.2. Metrics

Our primary evaluation is word error rate (WER), which is
the percentage of words for which the hypothesized tran-
scription sequence does not match the gold transcription.
We also report phone error rate (PER), the micro-averaged
edit distance between hypotheses and gold transcriptions.
This is computed by computing the sum of the edit distances
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between each hypothesis and gold transcription, and divid-
ing by the summed length of the gold transcriptions. As
is common practice, we multiply both metrics by 100 and
express them as percentages.

4.3. Results

Summary statistics and results for the fifteen-language sam-
ple are given in[Table 3] We observe that the neural sequence
model outperforms the pair n-gram model on most—but not
all—languages. Error rates are lowest for Hungarian, which
has a relatively consistent, “shallow” orthography in the
sense of |Sproat (2000, 6f.) and one of the larger training sets.
The language with the highest error rates overall is English.
While this is one of the larger data sets, English orthography
is conservative and highly abstract. And, while English is an
enthusiastic borrower, it rarely adapts the spelling of words
borrowed from other Latin scripts (Kessler and Treiman|
2003). Finally, we note that the 153 unique phonemes in
the English WikiPron sample far exceed any reasonable esti-
mate for the number of phonemes in any variety of English,
implying the presence of inconsistent—or perhaps overly
narrow—transcriptions.

4.4. Error analysis

We also performed a brief manual error analysis for several
languages. In Romanian, for example, the largest category
of errors involves incorrect prediction of vowel length. Sev-
eral other errors involve a true ambiguity in the orthography:
word-final i is read as [i] in some words and as the offglide
[] in others. Finally, a few errors result from incorrect tran-
scriptions in the gold data, and in the case of the neural
model, there is at least one “silly” error resisting a proper
linguistic characterization: Transnistria [transnistria] ‘id.’
incorrectly transcribed as *[transnistristria]. Whereas Ro-
manian has a relatively shallow orthography, the French and
Korean orthographies are highly abstract. French is written
in a Latin alphabet and Korean in the hangul syllabary, but in
both languages most of the observed errors consist of under-
or over-application of phonological rules not indicated in
spelling. In French, for example, many errors involve the
incorrect deletion or retention of final consonants, such as
plouc [pluk] ‘redneck’ incorrectly transcribed as *[plu]. In
many other cases final nasalized vowels are also deleted,
as in truculent ‘id.”’—transcribed as *[trycyl] rather than
[trycyla]—likely due confusion with the silent third person
plural verbal suffix -ent. In Korean, such errors often involve
the failure to apply phonological rules (e.g., nasalization)
across syllable—and thus, grapheme—boundaries. For in-
stance, g [igmjan] ‘anonymity’ is incorrectly transcribed
as *[ikmjan]. We set aside a more systematic error analysis
for future work.

5. Conclusion

We describe software for mining pronunciation data from
Wiktionary. This software allows us to automatically gen-
erate, and regenerate, a database of pronunciations for 165
languages. We hope that these resources will be used to build
and evaluate speech technologies, particularly grapheme-to-
phoneme conversion engines, for less-resourced and less-
studied languages. In future work, we intend to exploit ex-

ternal resources—including Phoible (Moran and McCloy!
2019), a multilingual database of phonemic inventories—
to vet this data. Ultimately, we hope that such efforts will
improve the quality and consistency of Wiktionary itself.
We also will continue to enhance the library to support ad-
ditional languages, dialects, and scripts, in particular the
logographic scripts of East Asia.
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