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Abstract
We present in this paper our work on Algerian language, an under-resourced North African colloquial Arabic variety, for which we
built a comparably large corpus of more than 36,000 code-switched user-generated comments annotated for sentiments. We opted
for this data domain because Algerian is a colloquial language with no existing freely available corpora. Moreover, we compiled
sentiment lexicons of positive and negative unigrams and bigrams reflecting the code-switches present in the language. We compare
the performance of four models on the task of identifying sentiments, and the results indicate that a CNN model trained end-to-end fits
better our unedited code-switched and unbalanced data across the predefined sentiment classes. Additionally, injecting the lexicons as
background knowledge to the model boosts its performance on the minority class with a gain of 10.54 points on the F-score. The results
of our experiments can be used as a baseline for future research for Algerian sentiment analysis.
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1. Introduction
Sentiment Analysis (SA) is a well-established NLP task
which is commonly framed as a text classification prob-
lem. SA includes various related applications, depending
on the domain and its real-world use, such as product re-
viewing and opinion mining. It has been applied to several
domains, mostly for curated monolingual data. Recently,
however, the focus has been extended to new domains and
settings, namely to user-generated data which reflects real-
world use cases.
In this paper, we focus on identifying and classifying senti-
ments by analysing user-generated comments on YouTube
videos. We work with comments written in Algerian Ara-
bic, a non-standardised Arabic variety characterised by
heavy code-switching between co-existing languages and
language varieties mainly Modern Standard Arabic (MSA),
Berber, French, and local Arabic variants.
There is a large body of work on SA for Arabic, largely
for MSA and Middle Eastern Arabic varieties (for exam-
ple (Rushdi-Saleh et al., 2011; Abdul-Mageed and Diab,
2012; Zbib et al., 2012; Aly and Atiya, 2013; Nabil et al.,
2015; ElSahar and El-Beltagy, 2015; Salameh et al., 2015)).
Nevertheless, there has been less work done for Northern
African Arabic varieties, which are indeed colloquial lan-
guages, due primarily to the scarcity of written linguistic
resources.
However, new social media platforms made it possible to
obtain user-generated data reflecting real use of such lan-
guages. In interactive communication channels, users use
speech-like languages to express themselves with sponta-
neous spelling for non-standardised languages. Hence this
domain is potentially a useful resource for analysing the
linguistic properties of this kind of unedited code-switched
textual data, and therefore better understanding how these
languages are naturally used.
This paper is an attempt to bridge the gap in sentiment anal-
ysis for user-generated data written in colloquial languages.

As main contributions, (i) we introduce our newly built
linguistic resources collected from YouTube (corpus and
sentiment lexicons) for Algerian, and annotated for senti-
ments. To the best of our knowledge, this is the largest user-
generated corpus annotated for sentiments for Algerian. (ii)
We compare the performance of Support Vector Machine
(SVM) and three end-to-end deep neural networks (DNNs)
on identifying sentiments from a code-switched colloquial
language. (iii) We try to improve the best DNN models
by injecting sentiment lexicons as background knowledge
and by augmenting the number of instances for minority
classes in training data. All the material described in this
paper will be made available on request from the authors to
the research community.
In what follows, in Section 2., we briefly review related
work. In Section 3., we describe our newly built linguistic
resources including corpus creation and annotation, senti-
ment lexicon compilation along with their detailed statis-
tics. In Section 4., we present the approaches and the mod-
els that we use to identify sentiments from comments on
social media. In Section 5., we describe our experiments
and discuss the results. We conclude in Section 6. with our
main findings and future plans.

2. Related Work
The largest body of research in sentiment analysis —
including its various applications— is predominantly done
for English. However, recently research has expended to
other languages, among others Arabic and its colloquial va-
rieties. Traditionally, sentiment analysis was heavily based
on sentiment lexicons (Turney, 2002; Hu and Liu, 2004;
Taboada et al., 2011). That is to say, a sentiment of a text
segment, be it a document or a sentence, was computed
based on sentiment lexicon lookup by counting the num-
ber of positive or negative words, or combining them with
traditional classifiers as SVMs. This approach, however,
has proven to be limited because negation, intensification,
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downtoning, etc., can alter the polarity of words (Taboada
et al., 2011).
There have been a few attempts to overcome these limita-
tions. For instance Taboada et al. (2011) considered classi-
fying the polarity of documents using lexicon information
and rules for negation and intensification. They reported
that their approach outperformed machine learning when
tested across domains. Moreover, the focus in sentiment
analysis has lately shifted to the use of end-to-end learning
using information from the training corpus, and sometimes
relying on the use of pre-trained embeddings and incorpo-
rating sentiment knowledge into their models. For instance,
Lei et al. (2018) used two sentiment lexicons and Shin et
al. (2016) used extra information from six lexicons with a
Convolutional Neural Networks (CNN), and reported com-
petitive results on one of the SemEval-2016 tasks. Simi-
larly, Barnes et al. (2019) incorporated lexicon information
into a Bidirectional Long Short-Term Memory (BiLSTM)
sentiment classifier using a multi-task learning framework.
Nonetheless, most approaches for sentiment analysis have
not incorporated lexicons, but they heavily rely on end-to-
end supervised approaches. For example, for sentence-level
sentiment analysis Kim (2014) and Dahou et al. (2016)
used CNN models, Qian et al. (2016) used a variation of
LSTM, and Tai et al. (2015) used tree-structured LSTM.
Sentiment Analysis work for Northern African Arabic was
done, among others, by Elouardighi et al. (2017) who used
a combination of various features to train an SVM, random
forests, and decision trees to classify MSA and Moroccan
Facebook comments. At the same time, Medhaffar et al.
(2017) used SVM, Binary Naive Bayes, and a Multilayer
Perceptron trained on three different corpora: an MSA cor-
pus (OCA – (Rushdi-Saleh et al., 2011)), a corpus of MSA
and other Arabic dialect (LABR – (Aly and Atiya, 2013)),
and TSAC (Tunisian Sentiment Analysis Corpus) corpus,
a code-switched corpus, to prove that it is necessary to
train classifiers on dialects to achieve good accuracy. More
recently, Jerbi et al. (2019) used the code-switched cor-
pus TSAC presented in (Medhaffar et al., 2017) for senti-
ment classification into the two classes positive and neg-
ative using the deep neural approaches LSTM, BiLSTM,
deep-LSTM, and deep-BiLSTM, along with word embed-
dings. The authors reported that their approach of deep-
LSTM outperformed the models presented by Medhaffar et
al. (2017), and achieved and overall accuracy of 90%.
With respect to sentiment analysis for Algerian specifically,
little work has been done. Mataoui et al. (2016) proposed
a lexicon-based approach for SA on Facebook comments
using resources translated from MSA to generate three lex-
icons (of keywords, negations, and intensification words),
and a list of emoticons and “common” Algerian phrases
used to express polarity. They reported an accuracy of
79.13%. Then Guellil et al. (2018) translated an English
sentiment lexicon to Algerian while keeping and transfer-
ring the polarity of the English words. They also automati-
cally annotated Facebook comments as positive or negative
based on the constituents’ polarities, using a Bag-of-Words
(BoW) model and document embeddings. The authors used
five different sentiment classifiers, namely SVM, Naive
Bayes, Logistic Regression, Decision Trees, and Random

forest and reported an F1-score of 72 for comments writ-
ten solely in Arabic script, and 78 for comments written in
Latin script both achieved using Logistic Regression. Like-
wise Soumeur et al. (2018) manually annotated a corpus
of more than 25,000 comments collected from Facebook
pages of 20 companies into positive, negative, and neutral
classes. However, they translated all code-switched seg-
ments into Arabic words and transliterated words written in
Latin script into Arabic script. They reported that a CNN
model with a BoW representation achieved the best perfor-
mance with an accuracy of 89.5%.

Unlike in the earlier mentioned work, in all our resources in
this work, we use user-generated data without any transfor-
mation except for a simple automatic pre-processing done
to reduce the size of the vocabulary. Furthermore, we take
advantage of deep neural networks trained end-to-end to
identify sentiments from unedited and code-switched user-
generated comments written in Algerian in both Arabic and
Latin scripts. Also, we experiment with two ways to im-
prove the performance of our models, notably injecting the
sentiment lexicons as background knowledge to a CNN
model and augmenting the training data to overcome the
problem of unbalanced data.

3. Linguistic Resources

3.1. Corpus creation and properties

To the best of our knowledge, there are no adequate freely
available Algerian corpora annotated for sentiment analy-
sis that would serve our purpose. We therefore created our
own corpus. To do so, we compiled a list of 139 popular
Algerian YouTube channels that span a wide range of gen-
res from news, politics, sports, cooking, vlogs, product re-
views, and TV-shows. We manually collected 50,000 com-
ments or posts of different lengths, and removed all com-
ments that were not written in Algerian, such as those writ-
ten in Modern Standard Arabic (MSA) or another Arabic
dialect such as Moroccan, Tunisian, Egyptian, etc. We also
removed all comments that were entirely written in Latin
script (French or Arabic written in Latin script), but we kept
those written in mixed scripts –Arabic and Latin. Likewise,
we kept all comments that were a mix of MSA, Berber,
French and local Algerian Arabic. This decision is based on
the fact that Algerian Arabic is a mixture of co-existing lan-
guages and language varieties written in non-standardised
orthography both in Latin and Arabic scripts.

For example, (1) is a user-generated comment written en-
tirely in Arabic script which displays code-switching at a
word level between several varieties; exhibited in the use
of the following words: MSA (, AÓ , ÐA« ,ð , ø



Y

	
J« ,

�
�mÌ'@ , ¼Y

	
J«

É¾
�

� Ó , ú
�
æ k – you have, right, I have, and, year, not, any,

problem), French ( 	á�

��A ÓB – washer), and local Algerian

Arabic: ( A ëA ª Ó , A î
�
D K
Qå

�
� , ú



Î Ó ,

�
é jJ
 Ê Ó ,

	
¬@ 	QK. ð , A î

�
D

	
k , ø




	
XA ë –

this, like it, very, good, since, bought it, with it). Note that
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in formal MSA, people might express the same meaning
using other words.

(1) a. �
éjJ
ÊÓ

	
¬@ 	QK. ð Aî

�
D

	
k ø



Y

	
J«

	á�

�

�AÓB ø



	
XAë

�
�mÌ'@ ¼Y

	
J«

É¾
�

�Ó ú
�
æk AëAªÓ ø



Y

	
J« AÓð Aî

�
DK
Qå

�
� ú



ÎÓ ÐA« ø



Y

	
J«ð

b. You’re right, I have the same washer and it is very
good. I have had it for a year and have had no
problems with it.

(2) a. èC« A
	
Jk BAÓ

	
�ªK. ©Ó ñkQ

	
®

	
Kð

	
�ªK. ©Ó ñºJ.

	
K Ð 	PB

½J

	
¯

�
�Ê¿ð ¼ñJ. m

�
	
' ú




�
æJ. �
J. k

	á
	
K ½m�

	
� B Q�


	
« ½J


	
¯ ñªJ.

�
�

	
K

èñJ. m
�

	
' bn courage bn continuation.

b. We should support each other otherwise why are
we following you, just to laugh! No dear, we love
you and love everything in you, good luck!

Example (2) also displays code-switching, between MSA (
½J


	
¯ , ú




�
æJ.�
J.k , ½m�

	
� ,

	
�ªK. , ©Ó – with, each other, dear, in you),

French ( 	á
	
K – no) and local Algerian Arabic ( ,ñ º J.

	
K , Ð 	PB

èñJ. m
�

	
' ,

�
�Ê¿ð , ¼ñJ. m

�
	
' , B ,Q�


	
« ,ñªJ.

�
�

	
K , èC« , A

	
Jk , BAÓ ,ñkQ

	
®

	
Kð

– we must, we cry, we will be happy, so, we, why, follow,
just, no, we love you, and everything, we love it). In addi-
tion to the code-switching at a word level, the user mixes
Arabic and Latin scripts. Because local Algerian Arabic
is a colloquial language with no standardised orthography,
people use speech-based spelling including lots of spelling
variations reflecting local or regional pronunciation. We
leave the data unedited, with typos and misspelling of MSA
words.

We applied the following cleaning procedure on the raw
data. The encoding of Arabic characters was normalised so
that equivalent characters were mapped to a single Unicode
point. For example, in our data occurrences of “H� ” denot-

ing the letters “v” or “p” were substituted by “ H. ” (letter
“b”) because the former do not have equivalents in Arabic.
All comments were anonymized, i.e. users’ information
was deleted manually and all mentions of people were au-
tomatically replaced by others, while keeping their context
meaningful. Mentions of celebrities and political figures
were kept, generic references, such as ú




�
æ

	
k (sister), AK
ñ

	
k ,ñ

	
k

(brother), and �
é

	
Kñ

	
Jk , ú




�
æJ. �
J. k , A

	
JJ. �
 J. k , ú



¾K
Qå

�
� , ú



æ
.
kA� (friend)

were also kept. Long comments were trimmed and split
where there was a clear split, both at sentence boundaries
and when a user clearly expressed opinions on two different
topics.

As for its statistical properties, after cleaning, our corpus
consists of 36,120 unedited short colloquial comments or
relatively short texts with an average length of 14.47 tokens
or 74 characters, as is expected given the data source (so-
cial media). It comprises 522,890 tokens (lexical words,
digits and emoticons, punctuation not included) and 78,482
unique tokens.

The corpus displays also the linguistic properties of Al-
gerian Arabic, mentioned earlier, namely code-switching,
spelling variations and spelling errors for MSA, hence in-
creasing the data sparsity. Another property of our corpus
is that it consists of discussions and sub-discussions—in
essence short written multilogues. We kept the order of the
comments exactly as found on the platform (YouTube) to
keep a larger context. That is, a user may refer to different
things at the same time in one short comment, such as com-
ment on a video, comment on previous comments, and talk
about personal experiences or something completely unre-
lated. Users also quote each other a lot, or quote segments
from the video or from previous comments and comment
on them.

3.2. Corpus annotation and statistics

In sentiment analysis, texts are commonly classified based
on their polarity: either as positive (POS) or negative
(NEG), or neutral (NEU). In our case, users comment on
videos or give their feedback on something related or un-
related, they agree, disagree, give their own experience, or
add new information. Therefore to be realistic and model
the user-generated data at hand, we decided to add the class
MIX for the cases where users combine polarity or add new
information in addition of the three standard classes (POS,
NEG, NEU).

More precisely, our annotation guidelines are as follows:
use POS or NEG if it is understood from the comment
that its generator is clearly expressing something positive
or negative as in (3) and (4) respectively; use NEU if the
comment does not bear any sentiment, for instance insert-
ing a piece of information or a quote, or asking ques-
tions as in (5); otherwise use MIX for cases combining
POS, NEG and/or NEU as in (6) where the user is pos-
itive about the video presenter and negative about previ-
ous comments. Two Algerian native speakers annotated the
corpus described in 3.1., taking the users’ perspectives into
account.

(3) a. PPðñ
	
¯

�
éJ
Ê

�
®« ¼Y

	
J« ½J
Ê«

�
HñÖ

	
ß éë

b. I love you I love your way of thinking.

(4) a. èñK
Pñ
�
K ðYK


	Q
�
K Q�


	
j�Ö

�
ß XAë

�
�ð ðQK


	P ñ
	
®J


	
K

b. Low level what is this joke and you dare to show
it!

(5) a. �
IK
YK. ú



» ¼QÒª

	
¯ ÈAm�

�
�

b. How old were you when you started?

(6) a. Ñêm�'
. Q

�
K B é<Ë @ lk

.
A
	
K ú



Í ñëQºK
 ¼AK
 ¼QK.

	áK
PAJ

	
« 	áK
AK.

ú


ÎÒ» H. ñ£

�
I

	
K@
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POS NEG MIX NEU
Train 7,330 5,017 8,357 5,682
Dev 1,285 559 1,187 581
Test 2,083 848 2,192 999
Total 10,698 6,424 11,736 7,262

Table 1: Distribution of comments over classes.

b. It is clear they are just jealous (of you) they hate
someone who succeeds may God fail them, you
are top carry on!

The final annotated corpus does not maintain balance be-
tween classes. Precisely, as shown in Table 1, we have
10,698 comments for POS, 6,424 for NEG, 11,736 for
MIX, and 7,262 for NEU.
We measure the reliability of the human judgments by com-
puting the inter-annotator agreement (IAA), corresponding
to how often annotators made the same decisions (agreed)
and how many times they made different decisions (dis-
agreed). To this end, we shuffled the data and randomly
selected 2,000 comments (annotated by the two annotators
of the entire corpus). Their IAA computed using standard
Cohen’s kappa coefficient κ is 0.75.
To gain more confidence on agreement, we also asked two
additional Algerian native speakers to annotate the same
2,000 comments following the same guidelines as above.
We calculated the inter-annotator agreement with four an-
notators: the two annotators of the entire data plus the
two additional ones who were separately asked to anno-
tate the previously mentioned sample of 2,000 comments.
All annotators worked independently from each other af-
ter agreeing on annotation guidelines. We used two IAA
measures: Krippendorff’s alpha and Fleiss’ kappa, and ob-
tained the following scores: Krippendorff’s alpha α = 0.89,
and Fleiss’ kappa κ = 0.89. These values provide strong
evidence for good agreement. The per-class tallies shown
in Figure 1 indicate that annotators disagreed more on the
MIX and NEU classes.

3.3. Sentiment lexicons
We constructed small positive and negative sentiment lex-
icons using the entire labelled corpus. To do so, we first
identified the 2,000 terms that are the most correlated with
each of the positive (POS) and the negative (NEG) classes
using the chi-squared test. We looked for both unigrams
and bigrams. We then curated these lists, and manually
added a list of most common Algerian positive and nega-
tive words and emoticons that were not already in the lists.
This resulted in a positive lexicon of 917 entries and a neg-
ative lexicon containing 647 entries. The lexicons reflect
the nature of the Algerian language and contain both bor-
rowings and code-switched entries1.

1The described resources are available on request form the au-
thors.

Figure 1: Per-class overview of the agreements between
four native annotators.

4. Models
We frame the task of identifying sentiments from social
media as a text classification problem. That is, given a
comment (text segment of any length) predict the senti-
ment among the predefined classes. We compare the per-
formance of four models: (1) a Linear Support Vector Ma-
chine (SVM) with bag-of-words representations of the data
as features. Three Deep neural models with different con-
figurations, (2) using Convolution Neural Network (CNN),
(3) using Long Short-Term Memory (LSTM), and (4) us-
ing Bi-directional Long Short-Term Memory (BiLSTM) as
summarised in Figure 2.

• CNN (in dark orange), is comprised of two passes, one
creating word representations from characters, and one
taking a sequence of these representations and classify-
ing it. To construct word representations, we first use
a character embedding layer mapping each of the 430
possible characters to a 50-dimensional representation.
Then we use a convolution layer with filter size 3 fol-
lowed by ReLu activation and max-pooling in the time
domain. The sentence-level analysis is composed of two
convolution layers. The first layer has 50 features and the
second has 30. Both layers use a filter size of 3 with a
dropout rate of 15%, followed by ReLu activation. This
architecture is similar to that proposed by Adouane et al.
(2019), but uses different hyper-parameters.

• BiLSTM (in yellow) takes word embeddings with a vo-
cabulary size of 326,847 and embeddings dimension of
100. It consists of one BiLSTM layer with 100 units with
a dropout rate of 10% followed by a global max pooling
layer.

• LSTM (in blue) takes as input the same word embed-
dings as in the BiLSTM. It is composed of 2 LSTM lay-
ers where the first layer has 200 units and the second has
100 units with dropout rate of 20% between the layers.

In each of the three configurations (CNN, BiLSTM and
LSTM), the final stage of the DNN is a dense layer (in
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Figure 2: Model architectures. Each of the 3 DNN models
takes a user comment as input and outputs a class from the
set of sentiment classes POS, NEG, NEU, and MIX.

Train Dev Test Total
#Comments 26,386 3,612 6,122 36,120
#Tokens 367,483 57,874 97,533 522,890
#Unique tokens 63,117 16,664 24,274 78,482

Table 2: Corpus statistics with distribution over the 3 sets.
Note that overlapping #Unique tokens between sets were
counted only once, hence the total is less than the sum of
the #Unique tokens of all sets.

green) with a softmax activation layer which maps their
outputs to sentiment classes. All neural models are trained
end-to-end for 60 epochs using a batch size of 64 for CNN
and 128 for LSTM and BiLSTM, and Adam optimiser.
Gradients with a norm greater than 5 are clipped.

5. Experiments and Results
In order to evaluate the performance of the models on iden-
tifying sentiments, we shuffle the data and randomly pick
6,122 samples as a test set, 3,612 samples as a develop-
ment set and the remaining 26,386 as a train set. The hyper-
parameters mentioned in Section 4. were fine-tuned on the
development set. Table 1 shows the number of comments
for each set by sentiment class. Table 2 gives a summary of
the number of tokens and comments for each set.
As shown in Table 3, in terms of overall accuracy, the
BiLSTM outperforms other models with an accuracy of
66.78%, compared to LSTM with 66.67%, CNN with
65.37% and SVM with 61.65%. In terms of macro F1, our
CNN is the best performing model. Nevertheless, because
the data is unbalanced, we are more interested in the per-
formance of the models for each sentiment class.
As you can see in Figure 3a, BiLSTM (in yellow) and
LSTM (in blue) are too biased to the two majority classes.
They perform well on POS and MIX classes achieving a
F-score of 95.77 and 95.18 respectively on POS, and 93.46
and 93.13 on MIX. However, they perform poorly on the
two minority classes, namely NEG and NEU with an F-
score of only 2.46 and 2.07 on NEG, and 2.41 and 4.40 on
NEU.

Model Accuracy (%) Macro F1
BiLSTM 66.78 48.53
LSTM 66.67 48.70
CNN 65.37 60.17
SVM 61.65 58.50

Table 3: Overall accuracy and macro F1 of the models.

At the same time, the CNN (in orange) performs worse than
BiLSTM and LSTM with an F-score of 78.85 on POS and
even less on MIX achieving only 66.29 F-score. But it per-
forms much better on NEG and NEU with an F-score of
respectively 39.11 and 56.42.

Surprisingly the SVM (in light green) performs the best for
NEG achieving an F-score of 48.46, and less than the CNN
on NEU with 53.60 F-score. Still the SVM performs the
worst on POS and MIX with only 73.73 and 58.19 F-score
respectively.

With regards to Precision and Recall, (see Appendix) the
CNN achieves a reasonably good Precision and Recall on
all classes along with the SVM in comparison to the LSTM
and BiLSTM.

Summing up the results, the CNN outperforms LSTM-
based models and SVM for all classes except for NEG
where it is outperformed by the SVM. This could be ex-
plained by the fact that deep neural models —based on
stacking layers with many non-linear transformations—
perform better with more data as they are able to learn in-
creasingly more abstract representations. That is, learning
the underlying hierarchical structures from the data (with
CNN) better fits the data at hand compared to modeling
its structures sequentially (LSTM). In fact, the CNN is the
only tested model that accesses information at a character
level, thus potentially making it robust to data sparsity in
the form of misspellings, etc. On the other hand, the Lin-
ear SVM —a binary classifier in its core— can not handle
large unbalanced data with multiple classes. Unexpectedly
it outperforms CNN for NEG class both in Precision and
Recall (see Appendix). One possible explanation is that the
number of NEG samples is not enough for the CNN to learn
patterns from the noisy sparse data, and hence it is hard to
extract useful features from the train data and generalise
them to the test data.

In the following we experiment with other ways to improve
the performance of the CNN model.

5.1. Injecting the sentiment lexicons to the CNN

One way to improve the CNN performance is to add in-
formation from the sentiment lexicons, described in Sec-
tion 3.3., as background knowledge. To this end, we en-
coded the lexicons and injected them to our CNN model.
As shown in Figure 3b, the lexicons boosted the perfor-
mance of the CNN (referred to as CNN-lexicon in dark
green) by 10.54 F-score points gain on NEG and 1.34 on
NEU. Nonetheless, its F-score dropped by 2.1 points on
POS and 2.55 on MIX.
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(a) (b)

Figure 3: F-score of each model per sentiment class.

5.2. Adding augmented data to the CNN
To deal with the unbalanced data, we experimented with
augmenting the number of minority classes by duplicat-
ing all NEG and NEU samples in the training set without
changing the test set. We retrained the CNN-lexicon, see
Section 5.1., with the augmented data and referred to it as
CNN-augmented. The results in Figure 3b (in grey) indi-
cate that the data augmentation has a positive effect on NEU
with a gain of 2.28 points in F-score mainly due to boosting
its Recall with 8.41 percentage points. On the other hand,
its Precision on MIX increased while its Recall dropped by
8.17 points (see Appendix). The same trend is observed for
NEG where Recall increased by 4.49 points, achieving the
best results, Precision dropped by 5.22 points. On POS, the
augmented data has a slightly positive effect both in terms
of Precision and Recall. Overall, there is a trade-off be-
tween the Recall and Precision of the sentiment classes.
It is worth mentioning that we also experimented with pre-
trained embeddings as opposed to learning embeddings
along with a model itself (not included). For this we trained
word embeddings using FastText (Joulin et al., 2016) on
a large user-generated data (Adouane et al., 2019) and
plugged them into the deep neural models in Section 4..
Nevertheless, the addition was not helpful, i.e. the differ-
ence was not clear compared to the models without the pre-
trained embeddings.

5.3. Error analysis
Looking to the confusion matrices (not shown for conci-
sion), we found that a common confusion of the CNN mod-
els with different setups (CNN, CNN-lexicon and CNN-
aug) is between MIX and POS with 349, 424 and 440 cases
respectively. Whereas LSTM and BiLSTM confuse mostly
between NEU and NEG with 908 and 930 cases. This is
reflected in the above reported results. Confusing MIX and
POS could be related to the fact that the MIX class is de-
fined as any combination of the rest of the classes, namely

NEG, NEU, and POS.

(7) a. �
èPYêË

	
¬@ 	QK. ø



XðAª

�
K ñ

	
®K
X ½J


	
¯

�
é«ðP ½

�
JJ
Ê

�
®«ð CK
Aë ú




�
æ

	
K

b. You are gorgeous and your way of thinking is
great, your flaw is that you repeat yourself a lot

(8) a. ÕºJ

	
¯ @Q

�
�
	
J»

	
àAK
YªË@ AK
 ñ

�
KñÓð Pðñ

	
¯ ú



» @P

b. You are great, die you enemies, we are against
you
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b. Follow a diet to loose some weight and you’ll be-
come a bit gorgeous
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b. What a great video ending, disgusting!
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b. I love (when you said) I hate you so much.

We will discuss in what follows some of the misclassified
examples by the CNN-lexicon model. The example in (7)
is classified as POS instead of MIX. One potential solu-
tion to overcome this issue is to do a fine-grained sentiment
identification at a segment level instead of comment-level.

Also it is not easy to identify the NEU class. The reason is
that there are many occurrences of irony, humour, sarcasm,
and metaphors in our corpus. This means that the sentiment
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is sometimes not conveyed by the literal meaning of words,
which are neutral when taken individually, but rather need
a pragmatic interpretation which is only accessible when
taking into account the larger cultural context. Addition-
ally, the class can depend on the perspective taken (that is
to say commenting on the content of the video, or on pre-
vious comments, or on users’ (un)related personal experi-
ence). The example in (8) is misclassified as POS while hu-
man annotators classified it as MIX taking into account the
user’s perspective where s/he likes the video and is against
the previous comments criticising it.
The example in (9) is classified as NEU by the CNN (it
does not have an explicit sentiment) and MIX by human
annotators with the interpretation of implicit NEG + advice.
Whereas the example in (10) is NEG (with irony) but the
CNN classified it as POS.
Moreover, as mentioned earlier, there are many instances
of quoting, for instance referring to something in a video
or mentioning something said before. Such cases could be
interpreted either as POS by someone who did not see the
video or read previous comments (lack of context) or as
NEU by someone who knew the context. For instance, the
user in example (11) liked that the video presenter said that
‘she hates someone so much’. But the quote itself is a neg-
ative statement attributed to the video presenter, and thus
the example is classified as NEG by the CNN.
Analysing the confusions of the CNN-lexicon shows that
some of them are in line with the inter-annotator agreement
in Figure 1 where the variation is more on the MIX and
NEU classes.

6. Conclusions and Future Work
We presented in this work our new manually built linguis-
tic resources for Algerian: a corpus which consists of more
than 36,000 user-generated comments annotated for senti-
ments, along with sentiment lexicons of positive and nega-
tive words. We then described our models utilised to auto-
matically identify sentiments from the user-generated com-
ments. We discussed the performance of each model per
sentiment class measured as F-score.
We found that the CNN model trained end-to-end fits better
our data across the predefined sentiment classes compared
to SVM, BiLSTM and LSTM models. Including the lexi-
cons as background knowledge boosted the performance of
the CNN even more on minority classes (NEG and NEU) to
different extents. Moreover, analysing the confusion matrix
showed that it is quite challenging to distinguish between
MIX and NEU classes.
Our main contribution in this paper is building new re-
sources for sentiment analysis from user-generated Alge-
rian comments. We also presented experiments to identify
the sentiments using our newly built resources. We believe
that the results of our experiments can be used as a baseline
for future research for Algerian sentiment analysis.
As future improvements, we plan to do fine-grained clas-
sification on the MIX class, i.e. identify sentiments at the
segment level instead of at the comment-level. A difficulty
to overcome is that a comment may be globally negative
while a large segment can still be positive, as in example
(10). Also being able to identify where in a comment a

user has switched from being negative to positive (or vice
versa) can be challenging.
Additionally, we will experiment further with multitask
learning. For this, we plan to (i) jointly learn sentiment
classification as main task and lexicon prediction as auxil-
iary task as presented in Barnes et al. (2019), and (ii) train
our best performing model jointly with other tasks and in-
vestigate whether and where there will be any performance
gain.
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Appendix: Precision and Recall of models

Model POS NEG MIX NEU
BiLSTM 95.86 2.24 93.39 2.67
LSTM 95.64 1.92 92.84 4.75
SVM 75.59 55.47 52.91 57.16
CNN 78.16 40.87 65.97 56.08
CNN-lexicon 73.65 53.47 66.37 55.20
CNN-augmented 75.53 45.61 69.72 54.95

Table 4: Precision (%) of each model per sentiment class.

Model POS NEG MIX NEU
BiLSTM 95.68 2.71 93.52 2.20
LSTM 94.72 2.24 93.43 4.10
SVM 71.95 43.02 64.65 50.47
CNN 79.55 37.50 66.61 56.76
CNN-lexicon 80.12 46.34 63.74 57.76
CNN-augmented 80.75 50.83 55.57 66.17

Table 5: Recall (%) of each model per sentiment class.
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