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Abstract
People convey sentiments and emotions through language. To understand these affectual states is an essential step towards understanding
natural language. In this paper, we propose a transfer-learning based approach to inferring the affectual state of a person from their
tweets. As opposed to the traditional machine learning models which require considerable effort in designing task specific features, our
model can be well adapted to the proposed tasks with a very limited amount of fine-tuning, which significantly reduces the manual effort
in feature engineering. We aim to show that by leveraging the pre-learned knowledge, transfer learning models can achieve competitive
results in the affectual content analysis of tweets, compared to the traditional models. As shown by the experiments on SemEval-2018
Task 1: Affect in Tweets, our model ranking 2nd, 4th and 6th place in four of its subtasks proves the effectiveness of our idea.
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1. Introduction
In recent years, the interest in analyzing Twitter has grown
exponentially among the NLP community and a substantial
amount of related events and workshops (Rosenthal et al.,
2015) (Nakov et al., 2016) (Rosenthal et al., 2017) (Barbi-
eri et al., 2018) (Van Hee et al., 2018) have been organized.
An essential part towards analyzing Twitter is to detect the
emotions and the intensity of these emotions that are con-
tained or can be inferred from tweets. For example, from
the following two tweets, (1) I’m in tears. This is so heart-
breaking, (2) You don’t know how to love me when you’re
in sober. we should know that both tweets convey sadness,
and the second tweet implies sadness to a lesser extent.
SemEval-2018 Task 1: Affect in Tweets (Mohammad et
al., 2018) presents an array of subtasks where participat-
ing systems need to automatically determine the (intensity
of) emotions and (intensity of) sentiments from the corpora
provided by the organizers. Meanwhile, the organizers also
summarized the methods and resources used by the par-
ticipating teams. From their summarization, we observed
that most of the participants chose to solve the problems
with feature-based machine learning algorithms, which im-
plement systems with a tremendous amount of linguistic
features, pre-learned vectors and extra corpora (Park et al.,
2018) (Baziotis et al., 2018) (Meisheri and Dey, 2018). For
instance, the top one performer SeerNet (Duppada et al.,
2018) implemented its system with pre-trained DeepMoji
(Felbo et al., 2017) vectors, Skip-Thought vectors (Kiros et
al., 2015) and Sentiment Neuron vectors (Radford et al.,
2017), as well as a substantial amount of linguistic fea-
tures, such as AFINN (Nielsen, 2011), NRC Affect Inten-
sities (Mohammad, 2018) and Emotion Lexicon (Moham-
mad and Turney, 2010). Such a task specific architecture is
not only difficult to be well adapted to different tasks or do-
mains, but also needs considerable manual effort in feature
engineering and system design.
Transfer learning is a machine learning strategy where a
model trained on several related tasks is re-used as the
starting point for a new task, so that the model can take
advantage of the pre-learned knowledge from the previ-

ous tasks to make predictions for the new tasks. In recent
years, transfer-learning has dominated a wide range of NLP
tasks including Question Answer (Lan et al., 2019), Infor-
mation Retrieval (Nogueira et al., 2019) and Text Under-
standing (Raffel et al., 2019). A lot of pre-learned struc-
tures have been proposed, such as ELMo (Peters et al.,
2018), BERT (Devlin et al., 2019), and XLNet (Yang et
al., 2019). In this paper, we designed and implemented a
transfer learning system based on BERT and applied it to
solving four subtasks related to the affect analysis of tweets
from SemEval-2018 Task 1. Meanwhile, we compared its
performance with that of other top performers that used
traditional feature-based machine learning or deep learn-
ing methods. We aim to show that by leveraging the pre-
learned knowledge and a very limited amount of fine-tuning
effort, transfer learning models can achieve competitive to
state-of-the-art results compared with the tradition models
with excessive feature engineering. The primary contribu-
tions of our paper are as follows:

• We demonstrate the effectiveness of the transfer learn-
ing mechanism in the Twitter affectual content analy-
sis task.

• We show that pre-trained representations can signif-
icantly reduce the need for much heavily engineered
effort in designing task-specific architectures.

• Our model can achieve competitive results compared
with the state-of-the-art systems in the SemEval-2018
Task 1, as illustrated by the experimental results in
which our model ranks 2nd, 4th and 6th place in four
of its subtasks.

2. Task Description
SemEval-2018 Task 1 presents an array of tasks for the af-
fectual content analysis of tweets. Specifically, it contains
five subtasks: (1) Emotion Intensity regression task (EI-
reg), (2) Emotion Intensity Ordinal classification task (EI-
oc), (3) Sentiment Regression task (V-reg), (4) Sentiment
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Figure 1: The main structure of our system.

Ordinal Classification task (V-oc), and (5) Emotion Classi-
fication (E-c) task. In this paper, we focus on four of the
subtasks from (1) to (4) and the details of each subtask are
sketched below:

2.1. EI-reg
Given a tweet and an emotion E (anger, fear, joy, sadness),
determine the intensity of E that best represents the mental
state of the tweeter, which is a real-valued score between 0
and 1. For example:

• Tweet: @hesham768 that’s the spirit #optimism.

• Emotion: joy

• Score: 0.340

2.2. EI-oc
Given a tweet and an emotion E (anger, fear, joy, sadness),
classify the tweet into one of four ordinal classes (0, 1, 2,
3) of intensity of E that best represents the mental state of
the tweeter. For example:

• Tweet: I am shaking now.

• Emotion: fear

• Label: 3 (high amount of fear)

2.3. V-reg
Given a tweet, determine the intensity of sentiment or va-
lence (V) that best represents the mental state of the tweeter,
which is a real-valued score between 0 (most negative) and
1 (most positive). For example:

• Tweet: God, I’ve been so physically weak the whole
day. So much shaking :(

• Score: 0.172

2.4. V-oc
Given a tweet, classify it into one of seven ordinal classes
(from -3 to 3), corresponding to various levels of positive
and negative sentiment intensity, that best represents the
mental state of the tweeter. For example:

• Tweet: And here we go again

• Label: -2 (moderately negative emotion)

For more details about SemEval-2018 Task 1, please re-
fer to the abovementioned paper (Saif Mohammad et al.,
2018).

3. Approach
BERT (Devlin et al., 2019) is a novel language representa-
tion model, which pre-trains a deep representation of text
from unlabeled data and is used as a prototype for many
other state-of-the-art models for a wide range of NLP tasks.
In this paper, we fine-tune this model by adding an ad-
ditional output layer and apply the customized model to
our tasks. Specifically, our approach consists of four steps:
(1) pre-train BERT on several unsupervised upstream tasks
and save the training parameters, (2) process the down-
stream tasks’ data and transform them into BERT accessi-
ble format, (3) construct new structures for the downstream
tasks and initialize the system with the pre-learned param-
eters, and (4) fine-tune the system structures with the pre-
processed data of the downstream tasks. The training pro-
cess and the main structure of our system is illustrated in
Figure 1.

3.1. Pre-training
BERT is pre-trained with two unsupervised tasks: Masked
LM and Next Sentence Prediction (NSP). In the Masked LM
task, the system will randomly mask out 15% of the tokens
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in each sequence and use the rest of the context to predict
the masked tokens. This allows the model to learn a deep
bidirectional representation of the text. In the NSP task, the
system is trained to predicate if a sentence B is directly fol-
lowing another sentence A from a corpus. This allows the
model to learn the relationship between the two sentences.
After the pre-training step, the training parameters will be
saved for future use.

3.2. Data Processing
We select a training example from the EI-oc task to illus-
trate the construction process of BERT’s input representa-
tion. The input instance includes a tweet I am shaking and
an emotion fear. We separate the tweet and emotion with
a [SEP] token and add a start token [CLS] in front of the
entire sequence.
Each token in the sequence is constructed by summing the
corresponding token, segment, and position embeddings.
The token embeddings (e.g. Eshaking) represent the mean-
ing of the token and are initialized by (Wu et al., 2016).
The segment embeddings indicate whether the given token
belongs to sentence A or sentence B from the pre-training
step. For example, as shown in Figure 2, token shaking ap-
pears before [SEP], so it belongs to sentence A (EA). The
position embeddings illustrate the index of the token in the
input sequence. A visualization of this construction can be
seen in Figure 2.

Figure 2: A visualization of the BERT input representation
procedure.

3.3. System Architecture
As depicted in Figure 1 part (b), the system contains three
components: (1) a data processing layer, (2) a sentence rep-
resentation layer, and (3) an output layer. The data process-
ing layer has been detailed in the previous section. Its out-
put goes into the sentence representation layer. The sen-
tence representation layer aims to generate the sequence
representation of the input sequence. The output layer, built
on top of the sentence representation layer, then accepts
the sequence representation and generates class labels or
regression scores, depending on the tasks.
The core part of the architecture is the sentence representa-
tion layer. It is constructed with 12 layers of transformers
(same as the BERT base model) and the parameters of these
transformers are initialized with the pre-learned parameters
from the BERT pre-training step (part (a) in Figure 1).

3.4. Fine Tuning
The purpose of the Fine-Tuning step is to fine-tune the pre-
learned parameters so as to customize the system to the
downstream tasks. Our downstream tasks can be catego-
rized into two types of problems: (1) EI-oc and V-oc as
classification problems, and (2) EI-reg and V-reg as regres-
sion problems.
For the classification problem, we use cross-entropy loss as
the object function to fine-tune the model, which is calcu-
lated as follows:

Loss = −
n∑

i=1

m∑
j=1

yji logP
j
i (1)

where y is a binary indicator (0 or 1) indicating whether
a class label is correctly predicted. P is the probability of
the correctly predicted label. n is the number of training
examples and i ∈ [1, n] is the index number of the training
examples. m is the total number of the class labels and
j ∈ [1,m] is the index number of the class labels.
For the regression problems, we use mean-squared-error
loss as the object function to fine-tune the model, which
is calculated as follows:

Loss =
1

n

n∑
i=1

(Yi − Ŷi)
2 (2)

where Yi is the gold annotated score and Ŷi is the system
predicted score. i ∈ [1, n] is the index number of the train-
ing examples.
After the model is fine-tuned with the training data pro-
vided by the downstream tasks, we will evaluate the model
with the corresponding testing data.

Dataset Train Dev Test Total
EI-reg, EI-oc

– anger 1701 388 1022 3091
– fear 2252 389 986 3627
– joy 1616 290 1105 3011
– sadness 1533 397 975 2905

V-reg, V-oc 1181 449 937 2567

Table 1: The statistic of the corpora

Parameters Value
Max Seq length 128
Train batch size 32
Learning rate 2e-5
Num training epoch 3
Number of labels (EI-oc) 4
Number of labels (V-oc) 7
Number of labels (EI-reg/V-reb) 1
Pre-trained BERT Model Bert-base-uncased
Optimizer BERT Adam

Table 2: The system’s parameters
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Task Rank Team Name average anger fear joy sadness
EI-reg - Ours 78.5 80.0 78.1 78.3 74.2

1 SeerNet 79.9 82.7 77.9 79.2 79.8
3 NTUA-SLP 77.6 78.2 75.8 77.1 79.2
23 Median Team 65.3 65.4 67.2 64.8 63.5
37 SVM-Unigrams 52.0 52.6 52.5 57.5 45.3
46 Baseline -0.8 -1.8 2.4 -5.8 2.0

EI-oc - Ours 68.3 69.8 65.6 71.2 66.5
1 SeerNet 69.5 70.6 63.7 72.0 71.7
2 PlusEmo2Vec 65.9 70.4 52.8 72.0 68.3
3 psyML 65.3 67.0 58.8 68.6 66.7
17 Median Team 53.0 53.0 47.0 55.2 56.7
26 SVM-Unigrams 39.4 38.2 35.5 46.9 37.0
37 Baseline -1.6 -6.2 4.7 1.4 -6.1

Table 3: The experimental results (in percentage) of our system and other SemEval-2018 participants on the EI-reg and
EI-oc Tasks.

4. Experiments
4.1. Corpus
We evaluate our system with the data provided by SemEval-
2018 Task 1. As demonstrated in section 2, it contains four
corpora, EI-reg, EI-oc, V-reg and V-oc. For the EI-reg and
EI-oc tasks, the corpora of the four emotions (anger, fear,
joy and sadness) are provided separately. The statistics of
the corpora of the four subtasks are shown in Table 1.

4.2. System Parameters
The only new parameter introduced during fine-tuning is
number of labels in the output layer. For the classification
tasks, we set it to be the number of candidate class labels.
For the regression tasks, we set it to be 1 since the only
output is a score number. The rest of the parameters are
set as the default values in BERT. Table 2 illustrates the
complete parameter set used in fine-tuning.

4.3. Experimental Results
This section shows the results of our experiments. We use
the official evaluation method Pearson r as the evaluation
metric and compare our system with the top performers in
SemEval-2018.

4.3.1. Results of the EI-reg and EI-oc task
In Table 3, we show the details of the experimental re-
sults of our system and other representative systems Seer-
Net (Duppada et al., 2018), NTUA-SLP (Baziotis et al.,
2018), PlusEmo2Vect (Park et al., 2018), Media Team,
SVM-Unigrams and psyML (Gee and Wang, 2018) for the
EI-reg and EI-oc tasks.
In the EI-reg task, we achieved 78.5% averaged Pearson
r score (ranked 2/46), which is 1.4 percentage point (p.p)
behind the top performer, SeerNet, and 0.9 p.p ahead of the
2nd performer NTUA-SLP.
In the EI-oc task, we obtained 68.3% averaged Pearson r
score (ranked 2/37), which is 1.2 p.p less than the top per-
former, SeerNet, and 2.4 p.p more than the 2nd performer,
PlusEmo2Vect.

4.3.2. Results of the V-reg and V-oc task
In Table 4, we show the details of the experimental re-
sults of our system and other representative teams, Median
Team, SVM-Unigrams, TCS Research, Yuan, and Amobee
(Rozental and Fleischer, 2018) for the V-reg and V-oc tasks.
From the table, it can be observed that our system achieved
84.0% and 80.5% Person r score in the V-reg and V-oc
tasks, respectively, ranking 6th and 4th places among the
participating teams.

Task Rank Team Name Pearson r
V-reg - Ours 84.0

1 SeerNet 87.3
2 TCS Research 86.1
5 Amobee 84.3
6 Yuan 83.6
18 Median Team 78.4
31 SVM-Unigrams 58.5
35 Baseline 3.1

V-oc - Ours 80.5
1 SeerNet 83.6
2 PlusEmo2Vec 83.3
3 Amobee 81.3
4 psyML 80.2
18 Median Team 68.2
24 SVM-Unigrams 50.9
36 Baseline -1.0

Table 4: The experimental results (in percentage) of our
system and other SemEval-2018 participants on the V-reg
and V-oc Tasks.

5. Error Analysis
Even though our system can achieve a satisfactory per-
formance, it still cannot surpass the top performer on the
given tasks. We analyzed the errors and listed four rea-
sons that should be responsible for the non-optimal perfor-
mance, which are shown as follows:
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• Pretrain-finetune discrepancy. The BERT model
is pre-trained with data from Wikipedia and multiple
corpora in the domain of books. Texts in these do-
mains are usually written in standard English orthog-
raphy. However, the downstream tasks involve twitter
messages, which usually contain informal language,
so the data in the pre-train and fine-tune steps are
not consistent with each other. In this case, the pre-
learned knowledge from the upstream tasks cannot be
well adapted to the downstream tasks. This makes our
model suffer from the pretrain-finetune discrepancy is-
sue and leads to a bad performance.

• Data Genre. As mentioned earlier, the language used
in twitter messages is usually informal, with genre-
specific terminology and abbreviations. Working with
these informal text genres presents challenges for nat-
ural language processing beyond those typically en-
countered when working with traditional text genres.

• Overfitting. As shown in Table 1, only a very limited
amount of data (roughly 2000 per task) is available
for fine-tuning the model. In this case, the customized
model will encounter the issue of overfitting before it
reaches a satisfactory performance.

• Linguistic Features. In our approach, we do not
leverage any linguistic features to develop our sys-
tem. However, other top performers all rely on a va-
riety of features and corpora, such as sentiment lex-
icons, word/character ngrams, dependency/parse fea-
tures and extra unlabeled corpora. These features and
corpora, despite the need of considerable manual ef-
fort to acquire them, can provide extra information
in predicting system outputs and lead to a better sys-
tem performance. Combining linguistic features to
improve our system performance will be one of our
future goals.

6. Conclusion
In this paper, we proposed a transfer learning model based
on BERT and applied it to solving four subtasks related to
the affect analysis of tweets provided by SemEval-2018.
Our experimental results showed that, with the transfer
learning mechanism, we can achieve a competitive to state-
of-the-art performance by simply fine-tuning a pre-trained
generic model instead of designing a task specific model
that requires considerable manual effort. With this discov-
ery, we can eliminate excessive feature engineering proce-
dures in designing relevant machine learning models in re-
lated fields.
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