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Abstract
The understanding of a text by a reader or listener is conditioned by the adequacy of the text’s characteristics with the person’s capacities
and knowledge. This adequacy is critical in the case of a child since her/his cognitive and linguistic skills are still under development.
Hence, in this paper, we present and study an original natural language processing (NLP) task which consists in predicting the age from
which a text can be understood by someone. To do so, this paper first exhibits features derived from the psycholinguistic domain, as well
as some coming from related NLP tasks. Then, we propose a set of neural network models and compare them on a dataset of French
texts dedicated to young or adult audiences. To circumvent the lack of data, we study the idea to predict ages at the sentence level. The
experiments first show that the sentence-based age recommendations can be efficiently merged to predict text-based recommendations.
Then, we also demonstrate that the age predictions returned by our best model are better than those provided by psycholinguists. Finally,
the paper investigates the impact of the various features used in these results.
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1. Introduction

The way in which an individual understands a text is com-
plex. It depends both on the characteristics of the text and
the abilities of the reader or listener. For instance, impor-
tant abilities are the capacities to remember information, to
position an event in a story line, to analyze the structure of
a sentence, to understand a word or simply to read a text.
For a given person, these various aspects are function of
her/his degree of neuro-cognitive development, linguistic
mastering (including the ability to read) and culture. Dur-
ing childhood, all these aspects are highly and constantly
evolving. Hence, when presenting a text to a child, it is
crucial to assess if this text is adequate enough to be under-
stood.
This paper aims at automatically predicting age recommen-
dations for texts with the objective to maximize its under-
standing by a child. Potential applications are numerous.
First, this may be helpful when one wants to provide texts
to children, mainly in schools where teachers could be as-
sisted when preparing their class, and in search engines
where returned pages could be conditioned by the age of
the user. Secondly, age recommendation could also be a
precious tool for authors (be they professional or not) at
present by analysing written drafts, or, in a further perspec-
tive, by proposing reformulations. Finally, the automatic
study of features could give useful feedback to psycholin-
guists investigating children’s text comprehension abilities,
e.g. by providing them with linguistic criteria that will help
them choose appropriate texts for children, interpret exper-
iments’ results, or find new avenues to explore.
Age recommendation can be broadly considered as a spe-
cific type of text readability task, that is the prediction
of how difficult to read a text is for a specific popula-
tion (François, 2015), e.g. is a text readable by a non-native
person, or is this form readable for customers? However,
few machine learning approaches have been proposed in
text readability and, to our knowledge, none for age rec-

ommendation. Furthermore, text readability is centered on
reading activity, whereas the current study is focused on
language understanding and thus also includes orally trans-
mitted texts, especially texts told to very young children.
As such, we consider this task to be an original task. Our
work contributes to it as follows:

1. First, while predicting an age can obviously be seen
as a regression problem, it is not clear whether it is the
most relevant approach since the age at which children
acquire a given skill is usually variable. To investigate
this issue, we implement several possible formaliza-
tions.

2. Secondly, contrary to popular NLP tasks like named
entity recognition or machine translation, one can-
not rely on massive textual corpora. To get around
this problem, we suggest, on the one hand, collect-
ing children-dedicated texts based on recommenda-
tions made by authors or editors. On the other hand,
we introduce and evaluate the assumption that all sen-
tences of a given textual document share the same rec-
ommendation as the whole text. That is, age recom-
mendation is performed at the sentence level. While
this assumption is obviously wrong, we show that it is
sufficient to train efficient models at the sentence level
and that aggregating results improves the prediction
accuracy.

3. Finally, this paper provides first conclusions about
what an acceptable error is by comparing our results
with human performance. Likewise, we show that
word embeddings contribute the most to the good re-
sults of the models, while additional features bring al-
most no extra improvement.

In this paper, Section 2. first browses the related work in
psycholinguistics and computational linguistics. Based on
this literature review, Section 3. presents the features se-
lected for age prediction. Then, we introduce our various
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prediction approaches in Section 4.. Finally, Section 5. de-
tails the dataset on which experiments are carried out while
their results and the lessons than can be drawn from them
are presented in Section 6..

2. Background and State of the Art
This section introduces some key results from psycholin-
guistics on the development of children’s text understand-
ing. A specific focus is given on how the learning to read
process can be modeled. These constitute useful back-
ground knowledge since they may suggest some features
or strategies for machine learning. Finally, related work are
browsed in the field of computational linguistics.

2.1. Some Insights in Developmental Stages
The main reason why children do not understand texts like
adults is that their brain is still developing. As an illus-
tration, the peak of brain activity is at four, with an ac-
tivity equivalent to 150% of that of an adult (Gathercole,
1999), when language acquisition reaches a key stage. In
particular, short-term memory develops strongly between
the ages of two and eight. This memory mainly affects
the comprehension of language or complex task accom-
plishments (Gathercole, 1999). Since children first access
language through speech, phonological short-term mem-
ory plays a decisive part in language comprehension. It
affects various processes like the storage of acoustic infor-
mation, the analysis and memorization of phonological in-
formation, a word repetition mechanism leading to long-
term memorization, the recovery of stored information, and
finally the linking of words heard to their morphosyntac-
tic interpretation. The phonological aspects or the length
of a sentence thus seem to be interesting criteria to study,
since these elements directly involve phonological short-
term memory.
Among semantic markers, as shown by (Tartas, 2010)
or (Hickmann, 2012), the acquisition of temporal notions
is crucial since it enables children to locate themselves in
(calendar) time, as well as to chronologically order events.
This acquisition follows key stages. From 0 to 1.5 years,
only events in recent past can be properly ordered by chil-
dren but the perception that an object or someone remains
is active. Hence, cyclic stories with repetitions are more
indicated. Then, from 1.5 to 4/5 years, children understand
that people can exist in various periods of time (e.g. , rec-
ognizing oneself at different ages, autobiographic stories,
etc.). Likewise, they learn that some events may be used
as temporal landmarks to explain what happened before or
after. Linguistically speaking, this all enables the use of the
verbal tenses system and of various temporal adverbials.
Finally, from 5/6 to 10/11 years, children slowly perceive
time as a human creation. For instance, they grasp what
durations or speeds are, or that time can be expressed us-
ing historical events. Hence, they start being able to use
units (minutes, hours, months, centuries, etc.), and to com-
pare situations along extended periods of time. The overall
conclusion is that the younger the children, the more sim-
ple verbal tenses and the less diverse and complex temporal
connectors and adverbials (Vion and Colas, 1999).

Emotions are also reported as a situational dimension that
contributes to establishing and maintaining the coherence
of facts in a text (Mouw et al., 2019). In particular, three
types of emotional information linked to developmental
stages in comprehension are distinguished (Blanc, 2010):
lexicalized (e.g. ”Mary is afraid”), behavioral (e.g. ”Mary
bursts into tears”) and suggested (e.g. ”The wolf arrives”)
emotions. In particular, emotional lexicon has long been of
interest to psycholinguists, for instance in French with the
lexicons GALC (Scherer, 2005) and EMOTAIX (Piolat and
Bannour, 2009). Studies have also shown the importance
of distinguishing, in language addressed to children, the ba-
sic emotions (joy, anger, sadness, fear) from more complex
ones (guilt, pride, etc.), which are acquired around the age
of 10 (Davidson, 2006).

2.2. Learning to Read

As soon as children start learning to read, the question of
how well they read is essential to model their ability to un-
derstand what they read. Among the different models of the
learning to read process, the Frith’s model seems to be one
of the most widely admitted (Frith, 1985). This model ar-
gues that reading is acquired through 3 main stages, namely
the logographic, alphabetical, and orthographic stages. The
logographic stage, between the ages of 5 and 6, refers to
the faculty of recognizing the drawing of a word rather
than deciphering it. This first stage is very limited be-
cause it allows the memorization of no more than a hun-
dred words. The second one, the alphabetic stage, refers to
the faculty of breaking down a word into simpler graphic
units (named graphemes), and of converting these graphic
units into phonological ones (named phonemes). This stage
then gives the possibility to systematically decrypt known
or unknown words, with one major difficulty being that the
association between graphemes and phonemes is not one-
to-one. At the third stage, the orthographic one, a linguistic
ability to break down a word into meaningful units (mor-
phemes) can be described.
Limits of Frith’s model are that the most recent models tend
to refute a discrete evolution of learning to read, prefer-
ring an interactive evolution between language learning and
reading. It may also be noted that other elements outside
the text may affect a child’s understanding of the text. For
example, the intonation used when reading a text can influ-
ence the perception of the text. This phenomenon evolves
with age (Aguert et al., 2009).
Considering possible transpositions of this model, the
graphical and phonological complexities of words can be
associated to the corresponding ages of the Frith’s stages.
Finally, it is worth noting that some work propose
computer-assisted software to learn to read by stimulating
specific aspects taking part in a text’s comprehension (Po-
tocki et al., 2013; Beucher-Marsal et al., 2015). This help
may focus on the decoding of words (for instance, by split-
ting it into syllables), by associating words with pictures or
with their root phrase (anaphoric links). Beyond the lin-
guistic aspects, the methodological part of these works will
be useful if we conduct evaluation campaigns with actual
children.
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2.3. Measuring the Legibility of a Text
Among related topics, the notion of legibility of a text has
been considerably studied over time. Historical formulas
were made for English to determine a level of study as-
sociated with a text. They are based on lexical and syn-
tactic complexities. For example, the Flesch-Kincaid in-
dex (Flesch, 1948) computes frequency ratios on syllables,
words and sentences. This index is then mapped to a level
of schooling. Many variants exist, usually introducing spe-
cific aspects. For example, the Dale-Chall readability for-
mula considers ”difficult” words (Dale and Chall, 1948).
In view of the previous remarks on the cognitive and lin-
guistic development of children, it nevertheless seems clear
that the only criteria of lexical complexities and syntax are
insufficient to state whether a child is able to understand
a given text or not. Over the last 20 years, with advances
in computer science, including automatic language process-
ing, new approaches have made it possible to consider more
criteria and more elaborate method to combine them.

2.4. On the Side of Computational Approaches
There are no works on automatic prediction of age recom-
mendation. However, a number of existing computational
studies with methodologies or criteria provide us with some
interesting perspectives. They concern either texts simpli-
fication for children (De Belder and Moens, 2010; Gala
et al., 2018), or acquisition of French as a foreign lan-
guage (François and Fairon, 2012). (De Belder and Moens,
2010) mainly focuses on lexical simplification (by replac-
ing words with synonyms shorter in size) and syntactic sim-
plification (by decreasing the number of words in a sen-
tence thanks, for instance by removing subordinate links).
(François and Fairon, 2012) mentions 46 linguistic crite-
ria (on lexical, syntactic and semantic levels) from which
several models are defined to predict levels of readability.
The authors then compare the models with each other, as
well as with a random classifier. As a result, the most
complex methods are the most efficient, even if the rate of
good classification tends to cap below 80 per cent. Among
the different linguistic criteria, the lexical aspect (more or
less complex words) seems to impact the most the pre-
diction’s efficiency. Then come the syntactic aspects, al-
ready exploited by previous works on readability, and fi-
nally the criteria specific to the study of French as a for-
eign language. Whereas our work shares several aspects
with (François and Fairon, 2012), it is different in various
others. First, we aim at predicting an actual age, not at clas-
sifying into language proficiency grades (of Europe, 2001).
This is important since these grades solely focus on linguis-
tic aspects, whereas our purpose also includes developmen-
tal and cognitive ones. Secondly, we propose advanced ma-
chine learning model (deep neural networks) and introduce
or deepen some linguistic features types (embeddings, pho-
netics, sentiments, syntactic dependencies, etc.—see Sec-
tion 3.). Finally, our work includes a comparison with pre-
dictions made by experts.

3. Features
The state of the art leads us to consider a list of 39 linguis-
tic aspects that may be clues for age recommendation. As

detailed below, these aspects are gathered in 10 categories,
leading to a global feature vector of 606 real values for each
input text.

Embeddings (1 feature of dimension 500)
• Average of the word embeddings. The embeddings,

taken from (Fauconnier, 2015), are 500-dimensional
features trained for French using skip-grams on the
FrWaC corpus (Baroni et al., 2009). As in many NLP
tasks, it is meant that the semantic and morphosyntac-
tic information conveyed by these embeddings should
help the models.

Lexical information (5 features)
• Mean and standard deviation of log probability of the

words in French. Log probabilities have been derived
from the language model for French for the speech
recognition, trained on types of various types.

• Diversity of lemmas.

• Mean and standard deviation over the frequencies of
the words.

Graphy/typography (6 features)
• Mean and standard deviation over the graphical con-

fusability score of the words. To do so, we con-
sider a graphical confusion score c(x, y) between
two graphemes x and y. Then, given a word
w = [w1 . . . wN ], the confusability score if com-
puted as the cumulative confusion between each
pair of consecutive graphemes in the word, that is:∑N−1

i=1 c(wi, wi+1). In practice, the confusion score c
is taken from (Geyer, 1977).

• Mean and standard deviation over of the length of the
words.

• Ratio of characters (including punctuation marks)
against the number of words.

• Ratio of punctuation marks against the number of
words.

Morphosyntax (7 features)
• Proportion of the following grammatical classes:

verbs, state verbs, names, adjectives, clitics, tempo-
ral adverbs. Part of speech tags are generated using
Bonsai (Candito et al., 2010).

• Proportion of stop words in a list of 114 words
from (Ranks NL, 2019).

Verbal tenses (24 features)
• Number of different verbal tenses

• Proportions of 7 so-called simple tenses: present, past
simple, future, imperfect, subjunctive present, condi-
tional present, infinitive.

• Proportions of 7 composed tenses: compound past
(passé composé), past past (passé antérieur), future
past (futur antérieur), more than perfect (plus que par-
fait), subjunctive past, past conditional, past infinitive.

• Number of different temporal systems: past, present,
future.
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• Proportions of conjugated verbs for each of the 3 tem-
poral systems: past, present, future.

• Proportion of compound tenses.

• Proportion of simple tenses.

• Proportion of each mode: infinitive, indicative, sub-
junctive.

Genders and numbers (5 features)
• Proportion of conjugated verbs in the first person.

• Proportion of conjugated verbs in the second person.

• Proportion of conjugated verbs in the third person.

• Proportion of conjugated verbs in the singular form.

• Proportion of conjugated verbs in the plural form.

Syntactic dependencies (8 features)
• Number of words per sentence

• Average distances (word count) between a word and
its dependencies. Dependency parsing is achieved us-
ing Bonsai (Candito et al., 2010).

• Maximum distances (word count) between a word and
its dependencies.

• Mean and standard deviation of dependencies per
word (words that points to a given word).

• Mean and standard deviation of the distances between
each word and the words to which it points.

• Depth of the dependency tree.

Logical connectors (16 features)
• Proportion of logical connectors for each of the fol-

lowing types: addition; time; goal; cause; comparison;
concession; conclusion; condition; consequence; enu-
meration; explanation; illustration; justification; oppo-
sition; restriction; exclusion. Since the way to gather
connectors in categories, varies across papers, the cat-
egorization used is a consensus of all of them.

Phonetics (9 features)
• Number of phonemes in the sentence, as generated

using the grapheme-to-phoneme convertor of eSpeak
(Duddington, Jonathan, 2014).

• Number of different phonemes in the sentence.

• Frequency of the phonemes over the whole sentence.

• Mean and variance of the phonetic ordinariness scores
of the words. The ordinariness score is computed
as the average probability of appearance of each
phoneme in French, as given in (Gromer and Weiss,
1990).

• Mean and variance of the word-based diversity of the
phonemes.

• Mean and variance of the number of phonemes per
word.

Sentiments/emotions (26 features)
• Score of subjectivity as used in the sentiment classi-

fier TextBlob (Loria, 2018)

• Score of polarity (still using TextBlob).

• Proportion of words identified as trigger for a prede-
fined set of 24 emotions: neutral, admiration, love, ap-
peasement, daring, anger, behavior, guilt, disgust, dis-
pleasure, desire, embarrassment, empathy, pride, im-
passibility, inhumanity, jealousy, joy, contempt, un-
specified, pride, fear, resentment, surprise, sadness.
This list is a refinement of the EMOTAIX dictio-
nary (Piolat and Bannour, 2009).

4. Models
The objective of the current work is to predict from which
age an input text can be understood. Whereas this predic-
tion can be barely seen as a regression problem, the def-
inition of ages is more difficult. First, it is important to
highlight that our focus is on people with no learning dif-
ficulties, e.g. dyslexia, attention problems or mental retar-
dation. This being said, the recommended age can be mod-
eled in different ways. Most obviously, it can be seen as
a real value. However, it is known that all children do not
develop their skills at the exact same age. It may thus be a
better idea to predict a range of ages from which a text can
be properly understood. In a third approach, it may be in-
teresting to firstly differentiate texts for children from those
for ”adults”, i.e., people who master all aspects of a text and
thus can presumably understand any text1. Then, texts for
children could be studied more deeply and associated this
ages or age ranges.
In any case, the definition of the age from which readers can
be viewed as adult is difficult. In the literature, it is admitted
that reading comprehension still improves in young adults
(18-30 years old). For instance, improvements are related
to the abilities to connect with individual knowledge and to
recognize types of problems addressed in a text and antic-
ipate how they will be addressed (Baker, 1989). However,
since the current work can be considered as a milestone to-
wards more sophisticated analyses of age recommendation,
we decided to set the boundary between child and adults
readers to 16 years old or, if considering a range of ages,
the range of 14-18. This age range coincides with the pe-
riod when people are supposed to be in high school.
Hence, in this paper, we propose 3 types of models, all
implemented as feed-forward fully connected neural net-
works and illustrated in Figure 1. All of them take a 606-
dimensional vector of global features as input. Their details
are as follows.

(A) The first model is a standard regression model. The
first layer is of dimension 606. The other hyper-
parameters (number and size of the other hidden lay-
ers, activation function, dropout) will be detailed in
Section 6.1., and copied for the other models.

1With the exception of advanced knowledge which may re-
quire expertise in a specific domain (e.g. in mechanics, informa-
tion, etc.)
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Figure 1: Overview of the 3 types of models. For each of them, the prediction can be either an age or a range of ages from
which a text can be read.

(B) The second model is a multi-task model where age
prediction is augmented with a binary classification
task where inputs shall be judged as dedicated to
adults or not (”children”). In addition to hyper-
parameters of model A, the number of task-specific
layers is investigated in Section 6.1..

(C) The last model is the sequence of a classifier and, if the
class is predicted as ”children”, a regression model.
The idea is that there is no need to predict values is
the input is considered as ”adult” since the age and
age ranges are known, i.e., 16, and 14-18, respectively.
The hyper-parameters used for model C are the same
as those of model A. The regression model of model C
is trained on a dataset restricted to children texts only.

For each model, we consider two variants: one which pre-
dicts a single minimal age; a second which first predicts an
age range, that is two bounds for the minimal age, and then
computes the average of this two bounds. The model are
evaluated in terms of absolute difference between the pre-
dicted age and the expected one (ground truth). Hence, on
a corpus, the performance will be given in term of Mean
Average Error (MAE).

5. Data
To our knowledge, there is no publicly available dataset for
our problem, i.e., a set of texts associated with a target age
or age range. Furthermore, most of the content dedicated to
children is edited by companies, usually magazines. This
brings problem of public access and of document struc-
tures which are complex to parse (multiple columns, fig-
ures, floating texts, etc.). Finally, one has to highlight that
there exist encyclopedias dedicated to children, e.g. Wiki-
mini2 or Vikidia 3. However, the texts in these resources

2fr.wikimini.org
3fr.vikidia.org

may be written by children. Hence, we did not use these
because we consider that this is an important bias as writ-
ing and understanding skills are different.
To experiment the different models, we have collected a set
of 632 texts, among which 543 are for children aged be-
tween 0 and 14, and the 89 others are considered as being
for adults. Texts for children come from tales, novels, mag-
azines, and newspapers. They come along the editors’ or
authors’ indication in the form of an age range A-B, where
A and B are the lower and upper bound for age recom-
mendation. A single age recommendation A+B

2 is derived
from these age ranges. As This single age is considered
as the ground truth in the remainder of the paper. Texts for
adults are of similar types as children texts. Particular atten-
tion has been paid to include text that children would have
difficulties to understand, e.g. novels with a formal lan-
guage, Wikipedia and newspaper articles about advanced
topics (capitalism, genetics, diplomatic issues, etc.).
All texts are split into sentences, each being associated
with the age range of the parent text. The corpus is made
of 30K sentences and about 446K words. They are par-
titioned into training, development, and test sets accord-
ing to the distribution 60/20/20 %. To measure the intra-
text dependency of the models, a part of the test is com-
posed of sentences coming from texts that are not seen
at all in the training and development set. The objective
is to test the model on texts which are indisputably dif-
ferent from what the model is used to see. Furthermore,
the distributed of age ranges in this ”unseen” set is differ-
ent (more uniform), even including new age ranges. All
the CSV files can be found on http://texttokids.
parisnanterre.fr. Due to copyright issues, all the
texts could not be released. New versions of the corpus will
be published in the future, including texts when possible.
On the training set, the average age is 10.26, while the av-
erage age range is 8.33-12.19. This is about similar for the

fr.wikimini.org
fr.vikidia.org
http://texttokids.parisnanterre.fr
http://texttokids.parisnanterre.fr
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Table 1: Mean average error on the predicted age for var-
ious numbers of hidden layers and various layer sizes, for
the sigmoid, tanh and ReLU activation functions.

development set. Regarding the test set, they are slightly
different (10.05, and 8.20-11.91), especially in the unseen
part (9.01, and 7.54-10.48).
As shown in Figure 2, this distribution of the sentences is
relatively balanced. A special effort has been made to max-
imize the size of data while keeping this balance reason-
able. In all cases, it was more difficult and time expensive to
gather data for early ages since these texts are shorter than
those for older children or adults (thus requiring more texts
for a same amount of sentences), and they are mainly dis-
tributed in a paper form (books). As a consequence, there
are very few samples for ages lower than 3.

6. Results
This section presents how models have been trained and
tuned (Section 6.1.), before providing final evaluations
(Section 6.2.) and discussing the respective influences of
the features used (Section 6.3.).

6.1. Tuning (development set)
All models are trained on the training set using the devel-
opment set to prevent from overfitting. The objective func-
tion (loss) is the mean squared error for regression, and
the binary cross-entropy for classification. All experiments
are run using Adam optimization, with 500 epochs and a
batch size of 256 sentences. Programs have been written
in Python, using the libraries Keras4 (Chollet and others,

4keras.io

Table 2: Mean average errors and accuracy on the develop-
ment set for the naive, regression (A), multi-task (B), and
classification+regression (C) approaches. Results are given
when considering various numbers of various trade-offs be-
tween shared and and task-specific hidden layers.

2018) and TensorFlow5 (Abadi et al., 2016).
Table 1 reports the MAEs on the development set for var-
ious activation functions (sigmoid, tanh, and ReLU), num-
bers of hidden layers, and sizes for all of these layers. Over-
all, it appears that sigmoid is unstable regarding the conver-
gence of the optimization process, as cell with a black back-
ground indicate. Dropout has been tested but led to worse
results. Then, the best results are reported with ReLU and
6 hidden layers of 200 units, without any dropout. This
setting is maintained for the rest of the experiments.
Table 2 presents results on the development set for mod-
els A, B and C. For model B, the trade-off between shared
and task-specific layers is tuned. Results are reported for
models either considering direct predictions of the recom-
mended ages or predicting an age range first. In this case,
MAEs for each bound of the range are also reported. Accu-
racy for the adult-children classification task are provided
for models B and C. Furthermore, all models are compared
with the naive approach which consists in always predict-
ing the mean values observed in the training set (see Sec-
tion 5.). Overall, all models clearly outperform this naive
approach, with MAEs and accuracies spanning between
2.01 and 2.00. The best results are achieved by model B
for both age and ”age range” strategies, but with two differ-
ent topologies (either 3 or 4 task-specific layers). Finally,
it appear that these two strategies do not seem to lead to
significant differences.

6.2. Evaluation (test set)
To confirm results on the development set, results are given
for the best settings of models A, B, and C in Table 3. In
complement, a new variants of model B is tested. Simi-
larly to model C, the idea is to force the prediction to the
adult values (16, or 14-18) as soon as the text is classified as
adult. This variant is referred to as ”with forcing”. Again,
all models are from far better than the naive approach and
lead to close results. While model B was the best on the dev
set, it seems that the difference was not significant. Further-

5www.tensorflow.org

keras.io
www.tensorflow.org
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Figure 2: Distribution of data: age ranges present in the corpus (top) and total number of sentences for each age (bottom).

Table 3: Mean average errors on the test set for the
naive, regression (A), multi-task (B), and classifica-
tion+regression (C) approaches. For models B and C, re-
sults are given with or without forcing ages when the adult
class is predicted.

more, the forcing trick does not improve the results.
To analyze the quality of the automatic age recommen-
dations, series of experiments were conducted with psy-
cholinguists. Three experts of children’s development were
given the unseen part of the test and had to propose an age
range, centered on their age recommendation, between 0
and 18 years. Annotations have been performed either on
the whole texts from the unseen part, or on 80 random sen-
tences, i.e., taken without any context. Table 4 shows this
results compared against the naive approach and our best
model (model A). The results of the experts are given in-
dividually or averaged for each sentence or text. On sen-
tences (top table), it appears that the experts also perform
better that the naive approach, and that our model predicts

Table 4: Mean average errors on the unseen part of the test
set for the naive approach, our best model, and the experts
annotations.

recommendations which are closer to the ground truth than
those of the experts.
On the contrary, as soon as more context is given with the
full texts (bottom table), the expert provide better recom-
mendations than the sentence-level predictions (line ”per
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Table 5: Sample sentences with their ground truth age and
age range, along with automatic and human predictions.

sentence”). However, in this configuration, we studied the
possibility to aggregate the recommendations returned for
each constituent sentence. To do so, predictions are aver-
aged. The resulting performance of our model, given by
the line ”per text”, significantly improves, finally bringing
to better predictions than those of the experts.
A detailed analysis of the results highlights that the differ-
ence between automatic and human prediction is large. On
sentences, the absolute difference is 2.67, while it is 1.15
on full texts. This is surprising with respect to the dif-
ferences previously observed on MAEs (respectively, 0.18
and 0.56). In our opinion, after inspecting the distribution
of the predictions, the main reason is that the experts use
lower interval of values than the model. Most recommen-
dation made by the experts are between 4 and 12, whereas
the model maps its values into a larger domain, between 1.5
and 16 as observed at the training time. This phenomenon
is illustrated by the examples of Table 5.

6.3. Impact of the Feature Groups
Finally, we have experimented the training of our best
model by discarding a group of features (see Section 3.)
or using only one group. The results, as given in Table 6,
show that the embeddings are clearly preponderant in the
decision. Then, apart from the embeddings, no group can
predict better values than the naive approach when used
alone. While this once again shows that embeddings are
a solution to many NLP problems, it does not provide any
feedback to the psycholinguistic side of age recommenda-
tion. Further studies on features will thus be conducted to

Table 6: Impact of each group of features (X) on mean
absolute errors by considering each one alone (All\X), or
excluding it (Only X). Difference with the best model are
given (∆).

provide a better view of their respective influences.

7. Conclusion and Perspectives
In this paper, we have investigated the problem of age rec-
ommendation for texts, which is an original task in NLP.
Several neural models and strategies have been proposed,
and results have been compared with the performance of
psycholinguists. These results show that our model’s pre-
dictions are better than those of experts. Furthermore,
while relying on a strong assumption that all sentences of
a text can be seen as all dedicated to a unique age range,
our results on the aggregation of sentence-based results are
clearly encouraging. This demonstrates the viability of the
approach and calls for further investigations.
However, we are aware that these results should be taken
with caution as various aspects bring uncertainty in the
experimental process, leading to methodological perspec-
tives. In particular, data annotations are provided from edi-
tors and authors. One may wonder how accurate these an-
notations are since they can sometimes integrate editorial
guidelines, e.g. specific age range for some book collec-
tions. Then, considering mean absolute errors with one
target age is probably too hard. It could be interesting to
integrate the age range in the evaluation. For instance, one
may consider the error as null as soon the prediction fits in-
side the reference age range. Finally, it would be interesting
to correlate the results with an in situ evaluation campaign
with children. This is planned in the next few months as
part of the project in which the current work has been con-
ducted. Regarding technical aspects, the main perspective
is to try using massive corpora (potentially) written by chil-
dren (e.g. Wikimini and Vikidia) as bootstraps for more
advanced neural networks, especially recurrent ones.

8. Acknowledgements
This work has been partially funded by the French
National Research Agency (ANR) through the projects
TREMoLo and TextToKids. Furthermore, we would like to
thank Nathalie Blanc, Aliyah Morgenstern and Christophe
Parisse for their contribution as psycholinguists.



1439

9. Bibliographical References

Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A., Dean,
J., Devin, M., Ghemawat, S., Irving, G., Isard, M., et al.
(2016). Tensorflow: A system for large-scale machine
learning. In Proceedings of the USENIX Symposium on
Operating Systems Design and Implementation (OSDI).

Aguert, M., Bernicot, J., and Laval, V. (2009). Prosodie et
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