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Abstract
We describe a new corpus, SLiNDa, the Swedish Literary corpus of Narrative and Dialogue. It contains Swedish literary fiction, which
has been manually annotated for cited materials, with a focus on dialogue. The annotation covers excerpts from eight Swedish novels
written between 1879-1940, a period of modernization of the Swedish language. SL4NDa contains annotations for all cited materials
that are separate from the main narrative, like quotations and signs. The main focus is on dialogue, for which we annotate speech
segments, speech tags, and speakers. In this paper we describe the annotation protocol and procedure and show that we can reach a
high inter-annotator agreement. In total, SLiNDa contains annotations of 44 chapters with over 220K tokens. The annotation identified
4,733 instances of cited material and 1,143 named speaker—speech mappings. The corpus is useful for developing computational tools
for different types of analysis of literary narrative and speech. We perform a small pilot study where we show how our annotation can
help in analyzing language change in Swedish. We find that a number of common function words have their modern version appear

earlier in speech than in narrative.
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1. Introduction

In literary studies, as in many other research fields, there
has been a trend towards using computational methods.
Traditionally, most research was based on close reading
of books by researchers, whereas distant reading (Moretti,
2000), the computational treatment of potentially large
amounts of literary text, has become an important comple-
ment. While unsupervised methods, like topic modelling
has been important in such studies, supervised models re-
lying on annotated data are also often required. Annotated
data is also useful for evaluation of proposed models, re-
gardless of their type.

In this paper, we describe version 1.0 of SLiNDa,
the Swedish Literary corpus of Narrative and Dialogue
(Stymne and Ostman, 2020). It is made up of eight Swedish
literary novels from the late 19th and early 20th centuries,
annotated mainly for different aspects of dialogue. The
full annotation also contains other cited materials, like
thoughts, signs and letters. The main motivation for in-
cluding these categories as well, is to be able to identify
the main narrative. Such a corpus can be useful for train-
ing and evaluating computational models, which in turn al-
lows larger scale studies of cited materials, narrative, and
dialogue in literature. Annotated literary corpora are quite
rare, especially for Swedish, and as such we believe that
SLiNDa could become a useful resource.

We consider cited materials to be all parts that stands out
from the main narrative of the novels. The most common
type is direct speech from the different characters, forming
dialogues, but it is not uncommon to have other types of
cited material, such as thoughts of characters, signs, letters,
and quotations. These parts of a novel are often different
from the main narrative. The language can have differences
to the main narrative, for instance, characters may have dif-
ferent speaking styles and dialects. It is important to be

able to separate these parts for many types of studies, for
instance focusing on the narrative when studying the over-
all plot of a novel, or for comparing the literary traditions
of designing the characters’ direct speech during different
periods. In a linguistic perspective the corpus will enable a
comparison between the narrative and the direct speech re-
garding for example oral style and colloquial expressions.
A specific theory of interest to us is that language change
happens earlier in dialogue than in the narrative (Engdahl,
1962). The design of the lines and the speech tags is also
closely related to the narrative technique in the novel — it
may among other things throw light on the role of the narra-
tor, see for example |Allison (2018), who studied Dickens’
use of speech tags in a narrative perspective.

Our main focus is on dialogues, i.e. sequences of direct
speech For each speech segment, we also mark its speech
tag, if any, and the speaker. The speech tag is a descrip-
tion of the speaker, often in the form “someone said”, but
it can also contain further description e.g. of how some-
thing is said, or of events happening during the dialogue.
Speech tags have also been called “narrative constructions”
in characters’ discourse (Ek and Wirén, 2019) and "narra-
tor’s report of speech” (Semino and Short, 2004). Speech
tags form a part of the narrative; they are not part of char-
acters’ speech. An example speech segment from Sandel
(p. 41) is shown in where there is a speech tag, con-
taining an indirect reference to the speaker (’said a voice’
where the context reveals that the voice belongs to the char-
acter Alice) as well as a description of its context ("between
a couple of coughs’). The remaining part of this segment is

Indirect speech is not in focus in the current version of
SL&NDa, but is also interesting, and could be added in a future
extension of our corpus.

>We use our translations from Swedish to English in all exam-
ples.
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the speech by Alice.

(1) —Jédrnet vill inte bli varmt, sade en rost mellan ett par
hostningar. Vi har sa litet ved. Men jag skyndar mig.
’— The iron will not be warm, said a voice between a
couple of coughs. We have so little wood. But I will
hurry up.’

Even identifying speech segments might not be trivial,
since different authors have different ways of marking
them, see Section Further, it can also be hard to dis-
tinguish where speech tags starts and ends.

In this paper we will describe the design and creation of
SLiaNDa. In total, it contains annotations of 44 chapters
with over 220K tokens. The annotation identified 4,733 in-
stances of cited material and 1,143 named speaker—speech
mappings. We also present a small pilot study where we in-
vestigate language change in literature, comparing speech
segments to narrative, focusing on common function words,
which have old-fashioned and modern variants.

2. Related Work

Ek et al. (2018)) and|Ek and Wirén (2019)) performed studies
of dialogues in Swedish novels, where they tried to identify
the speaker and addressee (Ek et al., 2018and speech tags
(Ek and Wirén, 2019). In these papers they create classifiers
to automatically identify these aspects. In order to do this,
they annotated excerpts from four Swedish novels, partially
overlapping with our selection. However, the main focus in
these papers was on the technical aspects of the classifier
for these tasks rather than on the annotations and the anno-
tation process.

Ek and Wirén (2019) investigated how the distinction
between speech tags and speech can be automatically pre-
dicted. They found that a reasonable baseline, that speech
tags start with a speech verb and end with punctuation, does
not perform well, with an F-score of only 47.9. They pro-
posed a more advanced method based on logistic regres-
sion, which performed considerably better with an F-score
of 80.8. These results show that distinguishing speech from
speech tags in Swedish is far from trivial, and further mo-
tivates the annotation of more material that covers this dis-
tinction.

The above articles do not specify any specific guidelines
for annotation. However, they are related to the guidelines
for English specified in |Wirén et al. (2020). These guide-
lines stem from a larger initiative called Systematic Anal-
ysis of Narrative Texts through Annotation (Reiter et al.,
2019). As part of this initiative, eight teams proposed a
set of guidelines for narrative levels in literary texts, which
were than evaluated (Willand et al., 2019). The focus here
was not mainly on narrative versus cited materials, though,
but rather on narrative levels. Some of the guidelines did
discuss characters’ speech, though, like|Wirén et al. (2020).

Hakansson and Ostman (2019)), focus on the speech tag,
however, from the view of literary studies rather than from
a computational linguistics perspective. They studied the

3Corpus  available from |https://github.com/

adamlek/dialogue-fiction

structure and position of the speech tag in Swedish liter-
ary fiction, in a diachronic perspective. They compared
Swedish novels from 1800-1900 to newer novels from
1976-1999. The speech tags were identified automatically
using simple pattern matching based on quotation marks,
possibly followed by a comma, followed by a verb in the
present or past tense. This selection was noisy, and after
a manual check, approximately 20% were excluded. The
main result of the study was that the speech tag in the
modern material is much less varied, the verb ’say’ dom-
inates, the tag is shorter and the final position dominates to
a greater extent. A limitation of this study was that it only
captured speech tags accompanying direct speech marked
with quotation marks, which excluded a large number of
works that marked speech in other ways.

Another study where the lack of reliable tools for iden-
tifying narrative, in contrast to speech, and the speaker of
an utterance, as well as the speech tag, was problematic,
is Stymne et al. (2018), where we tried to analyse style
breaks in the novel Kallocain by Karin Boye. Due to the
lack of such tools, we had to focus most of the study on the
main narrative, which could be identified relatively reliable
based on paragraph breaks, but which excluded more than
necessary of the text.

Dialogue in English literature has previously been anal-
ysed on a large scale, especially the attribution of speak-
ers to speech. |[Elson et al. (2010) studied the automatic
identification of social networks in text, through extracting
speakers engaged in dialogue. They could identify speech
easily, since quotation marks were used as speech mark-
ers, even though, as they note, quotes are also used for
other purposes, so the extraction was noisy. They also an-
notated the speakers of over 3,000 utterances, using Me-
chanical Turk, and used this to perform automatic quote
attribution. |[He et al. (2013)) and Muzny et al. (2017) both
focus on quote attribution, and create a corpus for this task.
QouteLi3 (Muzny et al., 2017) is a corpus of over 6,000
literary quotes from three novels by two authors, linked to
both speakers and mentions. Muzny et al. (2017) also dis-
cussed and compared these three corpora.

Also for English, [Semino and Short (2004) describe an
annotated corpus of speech, writing, and thought in prose
fiction, newspapers, and autobiographies, covering 250,000
words. In contrast to many other studies, they annotated
speech tags in addition to speech segments. The corpus
is manually annotated, and is based on a scale of speech
and thought presentation categories, presented by Leech
and Short (1981, p. 10). The purpose of creating the cor-
pus was to compare the variation in discourse structure be-
tween the three narrative genres. In the process of creating
the corpus they used two main types of criteria, formal and
structural as graphology on one hand, and more pragmatic,
contextual criteria on the other hand. They also discussed
embedded speech. The only discourse category they could
capture solely with formal criteria was direct speech, as it
was marked by citation marks. Unfortunately this is often
not the case with direct speech in Swedish fiction, see Sec-
tion 3.2
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Author Novel Year  Marker Total ~ Annotated
August Strindberg AS  Roda rummet 1879 - 29 2
Victoria Benedictsson VB Fru Marianne 1887 > > 17 10
Oscar Levertin OL  Magistrarne i Osterds 1900 - (-) 12 2
Hjalmar Soderberg HS  Martin Bircks ungdom 1901 > > 32 10
Selma Lagerlof SL  Korkarlen 1912 > > 12 4
Maria Sandel MS  Hexdansen 1919 - 9 2
Hjalmar Bergman HB  Chefen fru Ingeborg 1924  Mixed (3) 30 10
Karin Boye KB Kallocain 1940 - 20 4

Table 1: Authors and novels in the corpus, with the publication year, preferred speech marker, and number of chapters in

the full novels, as well as in SL4dNDa.

3. Texts

SLiANDa contains texts from eight novels by eight different
Swedish authors, published between 1879 and 1940, see
Table([T] for an overview. This period is regarded as a period
of modernization for the Swedish language in syntax and
vocabulary; thus we wanted a selection of texts where these
changes might be illuminated. It has been suggested, but
not thoroughly investigated, that literature, and especially
literary dialogue, was driving this change (Engdahl, 1962).
We also wanted both male and female authors, as well as
authors representing different literary traditions and using a
mix of speech markers.

For each novel we have selected between 2—10 chapters
for annotation. We choose to annotate full chapters because
we wanted clearly defined units of contiguous text. The
chapters are sampled throughout the novels, and are not in
contiguous order. Out of these, one annotated chapter per
novel are held out as the test set of the corpus, to be used
in future computational studies. For novels with at least
eleven chapters, we choose chapter eleven for the test cor-
pus, for the remaining novel by Sandel, we chose chapter
two. The remaining chapters form the training part. We
choose to annotate a higher number of chapters for three au-
thors, one early author, one in the middle time span, and one
of the later authors. The number of chapters annotated for
each novel is shown in Table([I] All together, SLiNDa con-
tains 220,941 tokens, which is much larger than the 40,623
tokens used in [Ek and Wirén (2019) and nearly as large as
Semino and Short (2004). While we believe this version of
SLiNDa already to be useful, we plan to release later ver-
sions containing a more balanced sample from each author,
as well as more authors.

3.1. Formats and Licence

All texts were downloaded from Litteraturbanken (The
Swedish Literature Bank)[] a collection of Swedish lit-
erary texts from the 19th and 20th centuries. The texts
in our sample are released under the CC-BY-NC-SA li-
cencdl Their texts come in an XML format that describes
the printed version of the books, including features such as
page breaks and hyphenation of words. We are mainly in-
terested in the running text, and thus preprocess the text to a
custom xml-format, containing only minimal markup. The

‘https://litteraturbanken.se

3Creative commons, Attribution-NonCommercial-ShareAlike
2.5 Sweden: https://creativecommons.org/
licenses/by-nc-sa/2.5/se/deed.en

markup left shows titles, chapters, minimal markup such as
italics, and divides the texts into paragraphs. In most cases,
speech segments, and other cited materials, are kept within
single paragraphs.

SL&NDa is also released under the CC-BY-NC-SA li-
cence. SLidNDa version 1.0, which is described in
this paper, is available at http://hdl.handle.net/
11372/LRT-3169,

3.2. Markers of Speech

In the selected novels, speech are marked in different ways.
The two dominating options is to use citations marks sur-
rounding the speech, as in (2) from Benedictsson (p.286),
used by three authors, or to use a dash at the beginning of a
speech segment, as in (I)), used by three authors. These two
variants of marking speech are common in Swedish, both
historically and in modern texts. Two of the authors use
more unusual variants. Levertin also uses a dash, but some-
times, adds it also before and after speech tags, which the
other authors usually do not, see (3) for an example (Lev-
ertin, p. 134). Finally, Bergman mostly uses no marker at
all, as in (@), Bergman p. 94. Speech tags can also precede
the speech followed by a colon. He also sometimes, but far
from always, marks the end of the speech segment with a
dash, instead of the beginning, as in (3], Bergman (p. 248).
The different options for speech markers are summarized
in Table [Tl

(2) >Och sa vill jag be er resa>, tillade hon utan att lyfta
sina dgon.
’>And so I would like to ask you to travels, she
added without lifting her eyes’

(3) - Stackars gosse — sade Roos tyst till Strile. — Han
gor hvad han kan ...
’— Poor boy — Roos said quitely to Strale. — He does
whathe can ...’

(4) Det idr inte sant! utbrast fru Ingeborg upprord. Du
sitter och ljuger pa din egen mor!
"It is not true! Mrs Ingeborg exclaimed angrily. You
are lying on your own mother!’

(5) Fru de Lorche klappade henne pa handen och
svarade: Vad du gor for Louis, det gor du mig! —
"Mrs de Lorche tapped her hand and answered: What
you do for Louis, you do for me! -’
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sade jag till Linda Gver potatissoppan.

|Replik | Start|
— Jag kan tala om nagot roligt,

<sec/>
Anféring | Eftel
(Replik | Start| [Talare - explicit | Efter|
— vem tror du det blir? fragade Linda.
<sec/>

da, om ens nidrmaste fragade vem det skulle bli.

Figure 1: The WebAnno annotation interface, for annotation of Boye (p.

4. Annotation

In this section we will describe in more detail what we
annotate, and how we label our annotations, the annota-
tion process, the format of the annotated corpus, and inter-
annotator agreement.

4.1.

The main purpose of the annotation is to annotate all seg-
ments of cited material, which are not part of the main nar-
rative of the text, as well as speech tags, identifying speak-
ers, and sometimes providing further information about
them. In addition we mark speakers when applicable. Note,
that this means that we also get a reliable annotation of nar-
rative, since we annotate everything that is not part of the
narrative.

At the highest level, we mark all words in a text segment
containing cited material, or being a speech tag. The anno-
tation is then given one of the following labels:

e Speech
Speech tag
Embedded Speech
Thought
Sign
Letter
Quotation
Other

Note that guotation is used for references to text outside
of the novel, not synonymously with utterances from char-
acters in the novel, which often are referred to as quotes
in computational linguistics papers (Muzny et al., 2017,
among others), which we call speech (segments) in this pa-
per. The remaining types include text from signs of differ-
ent types, letters, and thoughts. Embedded speech is speech
that is quoted within a normal speech segment. The Other
tag is used when the annotator did not find any of the other
tags suitable. They were instructed to describe the type in
free text, if they found any such instances. This tag was

Annotation Protocol

Mitt experiment har kommit sa langt att jag far bérja med ménsklig materiel i morgon, under 6verinseende av en kontrollchef.

Utanpa mérktes det sakert inte, men invartes ryckte jag till vid hennes ord.
mera naturligt, &n att en hustru fragade, vem som skulle bli mannens kontrolichef! PA kontrolichefens kitslighet eller
tilmétesgaende hangde ju hur 1ang prévningstiden skulle bli. Det hade till och med hént, att drelystna kontrolichefer gjort
kontrollandens uppfinning till sin egen, och man hade jamforelsevis lite majlighet att varja sig mot sadant. Inte underligt

showing 22-26 of 1,728 sentences [document 21 of 94]

Layer Citerat

Forward annotation

Annotation

Text jag

Citeringst Talare-explic x v

De kunde vara helt oskyldigt menade. Vad var Spec Efter A

Talare Leo

Bvrigt

13).

rarely used, though.

Speech, and to some extent thoughts, are often accompa-
nied by a speech tag. The speech tag could occur after the
speech (2)), in the middle of a speech segment (3)) or before
the speech (3). To account for all these cases, speech tags
have a further annotation describing if they occur before
or after the start of the speech section it refers to. Speech
segments, and thoughts, are marked with a second layer to
account for segments split by speech tags, with start speci-
fying the start of a speech segment (or an unsplit segment),
and cont specifying the continuation of a previous segment.

Further, we also add annotations for the speaker of each
utterance. If this is explicit in the speech tag, the speaker
is marked there, identifying the mention. If the speaker is
referred to by a pronoun or other indirect description, this
should be resolved to a specific speaker. In cases where the
speaker is not explicitly annotated, the speaker is marked on
the start of the speech segment, by name, or by unknown if
it is impossible to figure out who the speaker is, which is
sometimes the case.

4.2. Annotation Tool and Formats

When choosing an annotation tool for this project we had
a number of desiderata. We wanted a graphical user in-
terface, that was easy to use for experts on literature with-
out any advanced technical knowledge. We needed a tool
that could handle our initial XML-format with very light
markup, and which easily would let us customize our own
tag-set, where we could annotate long spans of words, and
where we could have nested annotations. And we needed to
be able to export the texts in a usable format. We also pre-
ferred a web-based tool, so that the annotators could work
from any computer.

Using these criteria we identified the tool WebAnno
(Eckart de Castilho et al., 2018) to be a good fit
et al., 2013} [Yimam et al., 2014), see Figure[T} While We-
bAnno could not easily handle our XML format, we could
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#Text=>Nej, det fins ingen derinne,

svarade Marianne.

50-1 3277-3278 > Speech[4] Start [4] *[4]
50-2 3278-3281 Nej Speech[4] Start[4] *[4]
50-3 3281-3282 , Speech[4] Start[4] *[4]
50-4 3283-3286 det Speech[4] Start [4] *[4]
50-5 3287-3291 fins Speech[4] Start[4] *[4]
50-6 3292-3297 ingen Speech[4] Start[4] *[4]
50-7 3298-3305 derinne Speech[4] Start [4] *[4]
50-8 3305-3306 , Speech[4] Start[4] *[4]
50-9 3307-3314 svarade Speech tagl[5] After[5] *[5]
50-10 3315-3323 Marianne Speech tagl[5] |Speaker[6] After[5]|*[6] *[5] |[Marianne[6]
50-11 3323-3324

Figure 2: Example of the TSV3 output format, for the sentence translating as ’>No, there is nobody in there, Marianne
answered’. From Benedictsson, p. 284. Categories are translated to English from the original Swedish.

use its plain text line-oriented format. While this did not
treat our XML-markup as XML, it was sufficient for our
purpose, since the XML tags were not important for the an-
notation. Using this scheme, each paragraph was treated as
a line, and could be annotated as a full chunk, if needed.

For the output format, we use the native WebAnno for-
mat TSV 3E] It gives the full paragraphs in comments, fol-
lowed by one word per line, containing the annotation in
tab separated columns for different annotation levels, and
information on sentence number, word number, and char-
acter offsets. Nested annotations are given in the same col-
umn, separated by a vertical bar. Each annotation is identi-
fied by a unique number. One issue with the TSV format is
that it tokenizes XML markup as well as ellipses (...). We
retokenize this in a post-processing step. Figure 2] shows
an example of our final annotation files, which can then
be used for different types of further processing. Note the
nested annotation, where the word Marianne is annotated
both as a speaker and as part of the speech tag.

4.3. Annotation Process

The annotation was carried out in two steps. First there was
a pilot phase which served to finalize the annotation scheme
and guidelines. This was followed by the main annotation
phase, which produced our final corpus.

In the pilot phase, the overall goal was discussed in a
group of researchers from literary studies, Scandinavian
studies, and computational linguistics. When the goals
were set, the authors of this paper defined an initial anno-
tation scheme, and found a suitable tool for the annotation.
At this stage, six persons with varying background tried out
the annotation on small parts of the texts, and discussed the
outcome. Based on this discussion, the guidelines were re-
vised to make the task clearer, and one new category, em-
bedded speech, was added, since we had found a need for
that. None of the materials annotated during this phase was
included in the final corpus, since it was deemed too noisy.

The final annotation was performed by three persons,
one researcher in Scandinavian Languages who is a native

6https://webanno.github.io/webanno/
releases/3.4.5/docs/user—guide.html#sect_
webannotsv

= A~ # Miss
124 3 0 28
Speech 6 1 0 3
28 9 0 16
Speech tag 16 1 0 3
Other types ? ? 11
101 - 10 6
Speakers 3 3 6 6

Table 2: Inter-annotator agreement over the main cate-
gories, and for speakers. = is exact match, ~ is match-
ing annotation, but the number of words slightly mismatch,
Miss is when an annotation is missing from either annota-
tor, and # is when both annotators have annotated a span,
but with different labels/speakers. The top row for each
category is Al vs A2 and the bottom row is Al vs A3.

Swedish speaker, one assistant, and one student in Scandi-
navian Languages and Literature, at advanced level. Both
the assistant and the student were non-native speakers but
with a very good command of Swedish. All texts in the
final corpus are annotated by one person.

The annotators were given written guidelines, describ-
ing the above annotation scheme, and containing a simple
flow chart, as well as an oral introduction. They were also
instructed to bring any issues up with the annotation group.

4.4. Inter-Annotator Agreement

To estimate how hard the annotation task is for the annota-
tors, and thus how reliable our corpus is, we performed a
study on the inter-annotator agreement. To do this, annota-
tor 1 (A1) annotated two chapters in parallel with annotator
2 (A2), and two chapters in parallel with annotator 3 (A3).
All chapters were from different authors, covering Bene-
dictsson, Bergman, Boye and Soderberg. From this an-
notation we compare the top-level annotation between our
main eight categories, and having no annotation, as shown
in Table 2} In addition to exact matches, we also count
cases where the words in the annotations overlap, but do
not match exactly. This typically happens because it is ar-
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Type Unit AS VB OL HS SL MS HB KB Total
Chapters 1 9 1 9 3 1 9 3 36
Training  Words 2819 52696 2099 9771 9959 9740 19177 9175 | 155998
Chapters 1 1 1 1 1 1 1 1 8
Test Words 3306 5731 1908 353 2742 4240 5540 3189 27009

Table 3: Total number of chapters and words in the test and training parts of SL&NDa. Author given by initials, see Table

[[Ifor full list

bitrary in the guidelines if punctuation marks are included
or not. We also compare if the identified speakers match
between the annotators.

Because many categories were rare in this material, we
collapsed all categories except speech and speech tags into
the other group. The only such cases were A1 having anno-
tated 9 instances of embedded speech, and 2 thoughts, that
A2 had not identified. Overall, though, there are no mis-
matches between the different categories. The only errors
are cases where one annotator has identified the annotation,
and the other annotator has not. In the overwhelming ma-
jority of cases, the annotators have marked the same spans,
there are only a few cases of overlapping spans. We also
calculated the Kappa statistic of overlap between the two
pairs of annotators (Carletta, 1996)), for the identification of
main category. The values were 0.72 for A1 vs A2 and 0.83
for A1 vs A3, which is normally interpreted as substantial
and near perfect agreement.

Studying the annotations made only by one annotator, it
seems that they are mostly due to mistakes. There are, how-
ever, also a few difficult borderline cases. One example is
(6) from Soderberg (p. 191), where it is hard to say if the
speech is direct or indirect, and if it should be excluded,
since we are not concerned with indirect speech. In most
cases the difference between direct speech (DS) and indi-
rect speech (IS) have been obvious but for the few border-
line cases we have based our classification on a description
presented in (Leech and Short, 1981} p. 256). The primary
difference between DS and IS is that DS is expected to re-
port faithfully what was uttered and to report with the exact
forms of the words. Thus IS is signalled by a lack of speech
marks, by the form of a subordinate clause, by the change
from first- and second pronouns to third-person, by change
of the tense of the verb, from present to past tense, and by
the change of deictic adverbs as here to there. The fact that
there are no speech markers used, instead of Soderberg’s
standard citation marks, points to indirect speech while the
remaining deictic adverb points to direct speech. The line
contains no pronoun, and the tense of the verb would be
possible in direct speech but prototypically changed in an
indirect version: Henrik Rissler had said that there the time
had stopped.

(6) Hir har tiden statt still, hade Henrik Rissler sagt.
"Here the time has stopped, Henrik Rissler had said.’

The identification of speakers were more difficult, however.
Al and A2 agreed in the majority of cases, whereas Al
and A3 had more disagreements. The missing speakers is
likely mainly due to inattention by the annotators. The mis-
matches seem to have many reasons. For Al vs A3, all
mismatches are due to that one of the annotators has not

Training  Test

Total annotations 3950 783
Speech 1356 244
Speech (cont) 297 82
Speech tags 783 171
Thoughts 38 4
Other types 31 4
Speakers 1356 244
Named 1001 142
Pronouns 31 21
Unknown 208 33
Unmarked 106 48
Unique speakers 68 36

Table 4: Basic statistics on the number of annotations in the
training and test portions of SLaNDa.

resolved a pronoun, which the other has done, which hap-
pens also for Al vs A2 in 4 cases. A2 also has a larger
tendency than A1 to mark the speaker as unknown. In only
4 cases, however, Al and A2 disagree on the identity of the
speaker, and in no case Al and A3 disagree. Note that the
number of speakers is smaller than the number of speech
segments, because that contains both the start and contin-
uation of speech segments. It seems like a common issue
that all speakers are not identified; for instance, Elson et
al. (2010) had the same issue when collecting their corpus.
Even so, we would like to improve this part of the annota-
tion in future work. In our final corpus, we only kept the
annotations from A1, for the doubly annotated texts.

5. Statistics

Table (3| shows the size of the training and test parts of
SLiNDa, in total and for each author. We think the size
of the corpus is reasonably large, with over 155K words in
the training part and 27K words in the test part. Words are
defined as all tokens except punctuation marks. The total
size of the corpus is over 183K words and 220K tokens.
Table 4] shows the number of annotations across all au-
thors in the training and test parts and Table [5] shows the
number of annotations per author in the training corpus.
Overall it can be seen that we have a reasonable number
of annotations for the categories related to speech that is
our main interest, both in total and per author. Embed-
ded speech is relatively rare, though, and only occur in
Bergman[] The other types of cited materials are quite rare,

"We found embedded speech also in Strindberg in the pilot
phase, but it does not occur in the chapters from Strindberg cur-
rently in SLaNDa.
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AS VB OL HS SL MS HB KB
Type # W # W # W # W # \ # Y # \\ # '
Speech 74 1486 891 17640 12 356 37 688 69 5138 74 2446 167 5417 33 1969
Speech tag | 24 169 432 2216 12 65 41 232 53 373 46 316 148 756 27 164
Embedded 0 0 0 0 0 0 0 0 0 0 0 0 9 151 0 0
Thought 2 14 4 17 0 0 7 737 15 164 3 21 7 93 0 0
Sign 0 0 0 0 0 0 0 0 0 0 1 40 0 0 1 3
Letter 1 9 1 62 0 0 2 658 0 0 3 88 0 0 0 0
Quotation 6 101 2 31 0 0 0 0 0 0 2 67 1 9 0 0
Other 0 0 1 4 0 0 0 0 1 2 0 0 0 0 0 0

Table 5: Statistics of how many annotations (#) and words (W) there are in the training part of the corpus for each category

and author. Author given by initials, see Table [I| for full list

often occurring in only one or a few authors. The possi-
ble exception is thoughts, which occurs for the majority of
authors, but even they are rare compared to speech. As im-
portant as the annotated part is the unannotated parts, which
consists only of the main narrative, since all cited materials
is marked by annotations. The narrative is by far the largest
part of SLaNDa.

Table [] also gives some additional details of speakers.
As indicated by the inter-annotator agreement study, anno-
tators have not always identified a speaker of a speech seg-
ment (Unmarked). They have also failed to resolve in total
52 cases of pronoun reference, which they were also sup-
posed to do. There is also quite a high number of speech
segments where the annotators were not able to resolve
who the speaker was (Unknown). We still believe that the
number of instances where the speaker is identified would
be enough for training a classiﬁerﬂ There are 68 unique
identified speakers in our training data, and 36 in the test
data. The speakers are identified by proper names, e.g.
Borje, Martin Birck, title and name, e.g. Fru Landén ('Mrs
Landén), occupation e.g. skddespelerskan (’the actress’),
relationships e.g. modern (the mother’), or other descrip-
tions, typically noun phrases, e.g. den grekiske musikern
(’the Greek musician’).

As noted before, the size of the corpus varies between the
authors. Especially Soderberg stands out as having quite
short chapters, thus being the smallest part of the test data.
The training data from Soderberg has a reasonable size,
however, since we have annotated many chapters from this
novel. Levertin, on the other hand stands out as having a
lower number of annotated segments than the other authors,
having less dialogue than the other authors.

6. Pilot Experiments

In a small pilot study we wanted to study the contrast be-
tween narrative and speech, with a specific focus on lan-
guage change. One aspect of the changes in the Swedish
language about 100 years ago is that the modernization in
syntax, morphology, and lexicon is regarded to first occur
in literary fiction (Engdahl, 1962). These changes in fiction
are also presumed to first occur in the dialogues, with lines
designed in a more colloquial style. As a second step in the

8We have 1,001 instance of identified speakers in our training
set and 142 in our test set, which can be compared to [Ek et al.
(2018) who have 822 lines of speech for training and test and 75
for development.

transition these orally influenced patterns made their way
into the narrative. But so far this process has not been thor-
oughly investigated. In our pilot study we wanted firstly
to see if there is a difference between narrative and speech
in our material and secondly to see if we could catch any
linguistic changes over time in the material.

In order to do this we extracted all text in the training cor-
pus annotated as speech. We also extracted all unannotated
text, which is the remaining narrative, after we had anno-
tated all cited materials. We then compared basic statistics,
and the prevalence of old-fashioned and modern variants
of some common function words in this material. In cal-
culating phrase length, we followed previous work (Holm,
2015) on the analysis of Swedish literature, and defined a
graphical phrase as a stretch of words between punctuation
marks, such as comma, period and colon. While this study
was performed on our annotated data, we envision that a
similar study could be made based on automatically classi-
fied data in future work.

The result of the pilot study is shown in Tables [ and
The overall tendency is that there is a difference between
the design of the narrative and of the direct speech: words,
phrases and sentences are shorter in dialogue. The use of
the function words shows the same tendency; the modern
variants ska, inte, bara, ocksd are more frequent in speech
than in narrative. We can also see how the modern, collo-
quial forms as ska (instead of skall) initially are introduced
in speech - in the earlier texts the authors either choose only
skall (AS and OL) or use ska only in speech (VB, HS, SL
and MS). The modern ska doesn’t occur in narrative until
our two latest texts, HB from 1924 and KB from 1940. In
KB ska is the only variant - no skall. The variation between
the two variants of the negation, the modern infe and the
old-fashioned icke, is extra interesting as we can compare
our results with a previous contemporary study on non fic-
tion, Engdahl (1962). He studied the linguistic changes in
two Swedish magazines during 1878-1950 and showed that
the older icke is in majority in all texts until 1925. From
1930 and on inte is the most frequent variant. The tran-
sition to the more modern variant is much earlier in our
corpus: infe occurs in all texts except OL and gets majority
quite early, from HS (1901) and on. The presumption that
literary texts are in lead of the linguistic progression in this
period is supported in our pilot study.
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Type Unit AS VB OL HS SL MS HB KB | Total
1879 1887 1900 1901 1912 1919 1924 1940
Narrative ~ Word 5.0 4.6 49 4.5 4.4 5.0 5.0 4.5 4.7
Phrase 8.2 7.3 7.3 7.8 7.2 7.4 6.7 8.3 7.3
Sentence | 24.1 15.1 183  21.1 190 144 135 18.3 159
Speech Word 4.2 4.0 4.5 4.6 4.1 4.3 4.4 4.1 4.1
Phrase 5.3 6.2 5.7 5.8 4.6 6.3 6.7 6.5 6.2
Sentence 12.9 11.0 16.2 12.5 159 144 10.7 13.2 12.0

Table 6: Average length of words in characters and phrases and sentences in words for different text types for the eight
authors in the training set. Author given by initials, see Table [T for full list

Word Type | AS VB OL HS SL MS HB KB | Total
1879 1887 1900 1901 1912 1919 1924 1940
bara (Conly’) N 1.0 0.5 1.2 0.9 1.9 0.6 0.5 2.4 0.8
S 0 39 2.8 44 33 3.7 1.7 35 33
inte ("not’) N 1.9 0.8 0 1.3 10.5 2.8 9.5 15.3 49
S 10.8  19.6 0 174 196 123 21.1 227 | 188
ocksa ("also’) N 1.9 0.8 24 1.5 0.7 1.0 0.6 23 1.0
S 3.4 2.0 8.4 29 1.6 1.6 0.9 2.0 1.8
ska (Cwill’/’shall’) N 0 0 0 0 0 0 0.4 04 0.1
S 0 0.4 0 1.5 0.8 4.9 35 35 1.7
endast (Conly’) N 1.0 1.8 0.6 0.3 0.7 1.3 0.5 0 1.1
S 0 0.8 2.8 0 0.2 04 0 0 0.5
icke ('not’) N 9.6 10.1 53 11.6 0 5.0 0.5 0.3 6.1
S 10.1 2.6 16.9 1.5 0 0 0 0 1.9
dven ("also’) N 0 0 0 0 0.5 0.7 0.4 0.3 0.2
S 0 0 0 0 0.2 0 0 0 0.1
skall Cwill’/’shall’) N 1.0 0.2 0.6 0.3 2.3 0 0.5 0 0.4
S 7.4 6.3 2.8 7.3 4.7 2.0 0.6 0 49

Table 7: Proportion per thousand words for a number of words with modern (top) and old-fashioned (bottom) variants in
N(arrative) and S(peech). Author given by initials, see Table|1|for full list

7. Future Work

So far we have annotated excerpts from eight novels. How-
ever, the number of annotations differs between the authors,
and we would like to have a more balanced annotation in
the future. We would also like to include more authors in
our corpus. Yet another issue is the quality of the annota-
tion. In several cases the speaker of an utterance has not
been marked or resolved by annotators. This is something
we want to address in the next release of the corpus. We
think that overall another round of quality check would be
useful, to overcome other minor issues in the consistency
of annotations. Especially if more annotators are brought
into the project, it would be useful to extend the guidelines,
for better clarity.

So far we have focused on collecting a good quality cor-
pus. The obvious next step is to start using it. Having
this corpus has helped in identifying some of the differ-
ent styles of marking dialogue that Swedish authors use.
This can aid future work on identifying speech segments
and speech tags, both using machine learning, like |[Ek and
Wirén (2019), or for rule-based methods.

Our pilot study showed that we can study interesting as-
pects of language change from literature. However, so far
we only used our manually annotated training corpus to
study this. In future work, though, SLANDa will allow us to
train a classifier for identifying speech, speech tags and nar-
rative, which would in turn allow us to apply such studies
on a much larger automatically annotated selection of texts.

Also, in the pilot study, we only looked at common func-
tion words. In future work we want to extend this to also
look at other aspects of language change, such as changes
in syntax and morphology. Our corpus will also be a use-
ful tool for studies of narrative perspective, in line with the
work of |Allison (2018) and [Hakansson and Ostman (2019).

8. Conclusion

In this paper, we describe a new corpus, SLaNDa, where
Swedish literary fiction has been manually annotated for
cited materials, like signs, speech, and quotations, which
results in also isolating the remaining narrative text. The
main focus is on dialogue, for which we annotate speech
segments, speech tags, and speakers. We show that we can
perform this annotation with a high inter-annotator agree-
ment for the identification of cited materials. The agree-
ment for speakers is lower, but mainly due to missing an-
notations, rather than confusions between speakers.

SL&NDa contains excerpts from eight Swedish novels
written between 1879-1940, a period of modernization of
the Swedish language. In total, SLANDa contains annota-
tions of 44 chapters with over 220K tokens. The annota-
tion identified 4,733 instances of cited material and 1,143
named speaker—speech mappings. In addition, the unanno-
tated part of SL4ANDa consists solely of narrative.

We performed a small pilot study where we show how
these types of annotations can help in analysing language
change in Swedish. We focused on lexical aspects, and
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showed that for a number of function words with an old-
fashioned and modern variant, the change between the two
versions happened earlier for speech than for the narrative.
In both cases the change was earlier than has previously
been seen in other text types.
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