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Abstract

The automatic mapping of Adverse Drug Re-
action (ADR) reports from user-generated con-
tent to concepts in a controlled medical vocab-
ulary provides valuable insights for monitor-
ing public health. While state-of-the-art deep
learning-based sequence classification tech-
niques achieve impressive performance for
medical concepts with large amounts of train-
ing data, they show their limit with long-tail
concepts that have a low number of training
samples. The above hinders their adaptabil-
ity to the changes of layman’s terminology
and the constant emergence of new informal
medical terms. Our objective in this paper is
to tackle the problem of normalizing long-tail
ADR mentions in user-generated content. In
this paper, we exploit the implicit semantics
of rare ADRs for which we have few train-
ing samples, in order to detect the most simi-
lar class for the given ADR. The evaluation re-
sults demonstrate that our proposed approach
addresses the limitations of the existing tech-
niques when the amount of training data is lim-
ited.

1 Introduction

Discovering adverse drug reactions (ADRs) is a
critical component of drug safety. In addition to
controlled clinical trials, continuous monitoring
of adverse effects after market introduction pro-
vides valuable insights into ADRs. Studies have
shown that traditional techniques (i.e., voluntary
and mandatory reporting of ADRs by patients) of
post-market ADRs are not able to fully characterize
drugs’ adverse effects (Harpaz et al., 2012; Chee
et al., 2011; Ahmad, 2003; Sarker et al., 2015).

Social media could help to obtain more informa-
tion on the occurrence of adverse effects in the real
world, by monitoring the information discussed and
shared by users for their personal experiences with
pharmaceutical drugs. Such monitoring can aid

in the monitoring of public health (Aramaki et al.,
2011; Paul and Dredze, 2011), and provide new
opportunities for the identification of adverse drug
reactions (Lee et al., 2017b; Sarker and Gonzalez,
2015; Mesbah et al., 2019).

However, web users report ADRs using a differ-
ent language style and terminology that depends on
the user’s medical proficiency, but also on the type
of online medium (e.g. health forums vs micro-post
social networks). Therefore, ADR reports from
user generated content typically differ significantly
from ADR statements in professional medical text.
As exemplified in Table 1, lay people often use di-
verse dialects (Karisani and Agichtein, 2018) when
describing medical concepts, and make abundant
use of figures of speech (e.g. metaphors) and infor-
mal terminology. Additionally, social media text
is usually informal and succinct, often due to lim-
itations imposed by the communication platform,
limiting thus the extent and semantic richness of
the report (Baron, 2010).

A critical step in the practical use of user-
generated text for ADR surveillance starts with the
normalization of reported adverse events, meaning
linking the user-reported event to a formal Knowl-
edge Base such as the UMLS (Unified Medical
Language System)1 or its subsets like MedDRA
(Medical Dictionary for Regulatory Activities)2 .

There is a large body of work on ADR normal-
ization in social media such as Twitter (Chowdhury
et al., 2018; Nikfarjam et al., 2015; Manouso-
giannis et al., 2019), or forums like Dailystrength
(Leaman et al., 2010; Nikfarjam and Gonzalez,
2011). Existing research on ADR normalization
rely on different techniques such as rule-based,

1UMLS contains structured information about a large num-
ber of different medical entities like Diseases, Symptoms,
Drugs etc, as well as the relations that those different enti-
ties have with each other (for instance a certain Disease is
associated with certain Symptoms)

2https://www.meddra.org/
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Layman’s terminology Medical concept in UMLS
’head spinning a little’ Dizziness

’lose 10 lbs’ Body Weight Decreased
’appetite on 10’ Increased Appetite

’terrible headache!!!!’ Headache

Table 1: Examples of layman’s text describing ADRs and their related medical concept in UMLS (Unified Medical
Language System)

machine translation, supervised-learning (Aronson
and Lang, 2010; Stewart et al., 2012; Combi et al.,
2018; Soldaini, 2016; Leaman et al., 2013; Leaman
and Lu, 2014) which all showed to have limited
performance compared to deep learning- based
techniques (Lee et al., 2017a; Limsopatham and
Collier, 2016; Tutubalina et al., 2018; Han et al.,
2017; Niu et al., 2018).

Original contribution. Driven by previous
literature, we note that deep neural networks
demonstrate a remarkable performance in many
publicly available datasets with user-generated text.
However, we show that this set-up does not fully
correspond to a real-world setting, where: 1) The
full collection of medical concepts in the controlled
vocabulary is large and continuously increasing.
2) Many concepts have limited and insufficient
training examples available. This is clearly shown
in Figure 1, where we can see that more than
41% of the medical concepts (classes) present in
SMM4H 2017 Twitter and CADEC dataset have
just one training sample. As reported in SIDER
(Side Effect Resource)3, there are more than 5000
MedDRA codes mentioned as ADRs in medical
documents, but around only 10% of them (e.g.,
300-500) are contained in the publicly available
training data for ADR normalization. This is
unrealistic in comparison to mining for ADRs ’in
the wild’, as the language is evolving in online
and offline communication (Kershaw et al., 2016),
and there is a constant emergence of new informal
medical terms. This means ADR surveillance in
the real world requires robustness for rare ADRs
rather than performing well only in common
classes. In this paper, we introduce a simple but
competitive technique to adapt to the changes
and emergence of informal medical layman’s
terms with no training costs. Our intuition is that
for rare ADRs for which we have few training
samples, we can exploit its implicit semantics to

3http://sideeffects.embl.de/

detect the most similar class for the given ADR.
In this case, we reduce the risk of overfitting.
Based on this intuition, we present a technique
that leverages pre-trained language representation
models and revisits a simple Nearest-Neighbor
(1-NN) approach to solve the real-world problem
of normalizing rare ADR concepts.

We perform an extensive experimental evalua-
tion of our presented approach and compare its
effectiveness to the current state of the art on real-
world data from social media. Our evaluation aims
to provide the necessary insights into the strengths
and weaknesses of the proposed approach from
both quantitative and qualitative perspectives. Re-
sults show that our approach achieves superior per-
formance to state-of-the-art deep learning methods
for rare ADR concepts.

2 Related Work

Existing methods for normalizing ADRs in clin-
ical text content fall into five categories: 1) rule-
based approaches (Aronson and Lang, 2010; Stew-
art et al., 2012; Combi et al., 2018; Soldaini, 2016),
; 2) deep learning approaches (Lee et al., 2017a;
Limsopatham and Collier, 2016; Tutubalina et al.,
2018; Han et al., 2017; Niu et al., 2018) 3) machine
translation techniques (Ghiasvand and Kate, 2014;
Cossin et al., 2018; Lu et al., 2017); 4) other super-
vised approaches such as DNorm (Leaman et al.,
2013; Leaman and Lu, 2014) and 5) unsupervised
techniques (Tahmasebi et al., 2018).

Rule-based approaches mostly rely on string
matching techniques, ignoring the semantics of
each text mention, which results in a relatively poor
performance (Limsopatham and Collier, 2016).
The unsupervised techniques, despite the fact that
they capture semantic similarity between text with
minimal string similarity, barely outperform the
rule-based techniques. The use of language in do-
mains like social media or online forums is totally
different than the official medical terminology used
in Knowledge Bases and hence it is hard to find
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Figure 1: Available training samples per concept in
SMM4H 2017 Twitter and CADEC Dataset

a common embedding space that is able to match
semantically similar entities. The results published
in (Limsopatham and Collier, 2016; Lee et al.,
2017a; Tutubalina et al., 2018; Niu et al., 2018)
show that supervised machine learning techniques
such as deep learning and machine translation
clearly outperform rule-based and unsupervised
techniques (i.e., deep learning achieving the high-
est accuracy). In addition to the task specific deep
learning techniques, BERT (Devlin et al., 2018) a
bi-directional language representation model was
recently fine-tuned in order to tackle the ADR nor-
malization problem as a sequence classification
task . This attempt demonstrated remarkable perfor-
mance across different user-generated text datasets
(Miftakhutdinov and Tutubalina, 2019). However,
to perform properly, supervised techniques require
large collection of labeled training data for each
concept and are not suitable for normalizing con-
cepts with none or few training samples. This is
clearly shown in Figure 2, were we reproduced the
state of the art RNN as presented in (Limsopatham
and Collier, 2016) and also fine-tuned BERT, to
visualize the performance of those models as a
function of the available training samples that each
concept (class) has on the SMM4H 2017 Twitter
Dataset.

In social media posts some medical concepts
like ADRs or symptoms, are way more common
than others. For instance, it is common to find
many different expressions referring to ’Headache’
or ’Stomach Pain’ caused by a drug use, rather
than ’sleepwalking’. As a result, there is a high
class imbalance between common and rare medical
concepts that usually show up in social media. In
Figure 1, we can clearly see that more than 40 %
of the medical concepts (classes) present in this

dataset (507) have just one training sample. In this
context, it becomes obvious that there is a need for
an alternative way of predicting concepts when we
have insufficient training data.

Addressing the problem of scarcity in training
data is a well-studied research topic. Few-shot
learning (Wang and Yao, 2019) is a family of ma-
chine learning algorithms that are able to perform
classification with only a few ‘shots’ (samples)
from each class. To achieve that, most of those
techniques leverage less complex models to avoid
overfitting on the limited amount of training data.
For instance, embedding-based few-shot learning
models (Wang and Yao, 2019), try to classify un-
known samples by creating a meaningful embed-
ding (feature representation) of the labeled and
unlabeled data and then classifying the unlabeled
samples based on their most similar embedding
from the training data. Recent studies (Wang et al.,
2019) show that this family of Nearest Neighbor
based approaches can achieve surprisingly promis-
ing results in a variety of tasks.

In Natural Language Processing, this family of
techniques can profit from various word embedding
models (Pennington et al., 2014; Mikolov et al.,
2013; Bojanowski et al., 2017) to create a seman-
tically meaningful representation of text. Those
embedding models are proven to create vector rep-
resentation of words that can capture their seman-
tics, in such a way that semantically similar words
will have similar vectors, in terms of cosine sim-
ilarity. On the sentence and phrase level, several
techniques can be used to derive a fixed-size vector
representation for the whole phrase, regardless of
the number of tokens the phrase includes. These
techniques can vary from simple approaches like
calculating the average of the individual token em-
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Figure 2: Accuracy of RNN and BERT as a func-
tion of the available training samples on SMM4H 2017
dataset.

beddings of a phrase, to more sophisticated tech-
niques that use encoder-based models to derive a
meaningful fixed-size vector for each multi-token
phrase they receive as input. Recently, researchers
in SBERT (Reimers and Gurevych, 2019) modified
the BERT language representation model, lever-
aging Siamese and Triplet network structures, to
derive semantically meaningful sentence embed-
dings that can be compared using cosine-similarity.
The above was demonstrated as a primary draw-
back of the original BERT version. The network
was fine-tuned with pairs of sentences from Natural
Language Inference (NLI) and Semantic Textual
Similarity (STS) datasets achieving state of the art
performance in minimizing the embedding distance
between semantically similar sentences compared
to previous sentence embedding techniques.

Despite the aforementioned research in this do-
main, to our knowledge, none of the previous re-
search in medical concept normalization in user-
generated text proposed a solution that would ad-
dress the problem of class imbalance and scarcity
in the training data.

3 ADR Normalization

In the medical domain, getting more annotated data
for rare concepts would be extremely expensive and
time consuming. Therefore we need to focus our
effort on predicting a class (medical concept) for
which we have none or maybe few representatives.
On a theoretical level, our basic hypothesis is to
test whether creating fixed-size vector representa-
tions of ADRs from the training and test data is
a valuable feature in order to normalize the unla-
beled ADR mentions, based only on their vector
similarities. In that case, we are expecting that a

Nearest Neighbor (1-NN) approach can take ad-
vantage of its simplicity and demonstrate a better
performance in medical concepts where training
data is limited. As we mentioned before, this is a
significant percentage of the data in a real world
scenario.

Our method is composed of the following stages:
1) we use sentence embedding techniques to en-
code all ADR phrases in the training and test data
into a fixed-size vector so that similar ADRs ap-
pear in close proximity; 2) we use cosine distance
to measure the semantic similarity between the vec-
tor representation of an unlabeled ADR and each
representation of the training samples; 3) we clas-
sify the unlabeled ADR with the label of its Nearest
Neighbor from the training data. There are different
techniques to encode words or phrases into a fixed-
size vector representation. In this paper, we use
two techniques, a simple averaging approach and
the state-of-the-art sentence representation model
(Reimers and Gurevych, 2019) described below:

• Simple average of word embeddings (avg-
wordpiece): We create a fixed-size vector
representation of an ADR phrase by using a
pre-trained word embedding model, encoding
each token in an ADR phrase and then aver-
aging the individual token embeddings. As a
pre-trained word embedding model, we use
WordPiece embeddings used by BERT (De-
vlin et al., 2018) in order to establish a fair
comparison with the BERT fine-tuned model.

• S-BERT encoder (SBERT): We also used Sen-
tence BERT (Reimers and Gurevych, 2019),
which is the state-of-the-art sentence repre-
sentation model for semantic textual similar-
ity tasks. Its Siamese network architecture is
composed of two identical pre-trained BERT
models. This model is then trained on pairs
of similar and dissimilar sentences with the
objective to reduce the distance between the
semantically similar pairs and increase the
distance between the dissimilar pairs. Further
details can be found in the original implemen-
tation of this model.

SBERT model training details: To train the
model for our task, we needed pairs of similar
and dissimilar ADR phrases, which is a time-
consuming and expensive process to obtain. For
this reason, we used the two pre-trained models pro-
vided by the authors. The first model is trained on
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a combination of the SNLI (Bowman et al., 2015)
and MNLI (Williams et al., 2017) datasets, consist-
ing of approximately 1 million sentence pairs la-
beled as a contradiction, entailment, or neutral. The
second one is trained on the aforementioned NLI
data, and then further tuned on the STSb dataset
(Tian et al., 2017), which consists of 8,628 sentence
pairs from image captions and news. Those pairs
are labeled with a number between 0 and 5, indi-
cating the semantic relatedness of each sentence
pair. Besides, we also experimented with medNLI
(Romanov and Shivade, 2018) and BIOSSES STS
(Soğancıoğlu et al., 2017) datasets, which are man-
ually annotated sentence pairs on the clinical do-
main. Despite the different combinations of data
tried, the best performing version was the provided
pre-trained model on SNLI, MNLI, and STSb data,
which will be further used in our experiments.

After encoding the phrases from the train and
test data in the semantic vector space, the normal-
ization of the test samples is done based on their
nearest neighbor from the training data. As a simi-
larity measure, we use cosine similarity, which is
the most common similarity measure between word
vector representations (Lofi, 2015). We finally as-
sign the concept label of the Nearest Neighbor (i.e.,
the sample with the highest similarity measure)
from the training data to the unlabeled ADR in the
test set.

4 Experimental Settings

As an evaluation metric we use accuracy, which
denotes the percentage of the correctly normalized
ADR samples in the test data. The focus of our
evaluation is on the variation of performance using
the complete set of training data as well as the
different fractions of available training data per
class. Those subsets are selected based on how
many training samples the true label of a test set
sample has in the training data. In this way we can
demonstrate the effectiveness of our technique in
dealing with rare ADRs. Furthermore, we include
the results of qualitative analysis, which will help
us identify in more detail the strengths and the
limitations of the proposed approach

4.1 Dataset Description
We evaluated our approach on SMM4H 2017
(Sarker et al., 2018) (i.e., the largest available Twit-
ter dataset to our knowledge) and the Cadec dataset
(Karimi et al., 2015). Twitter SMM4H 2017 was
published as part of the Social Media Mining for

Dataset #ADR mentions #MEDDRA Codes
SMM4H 2017 3629 507

CADEC 3092 659

Table 2: Summary of Datasets used in the experimental
procedure

Health workshop in 2017. Unfortunately, the an-
notation data was only released for the training set
and the development set. The annotations for the
test set were not released in public. For this rea-
son, we use the annotated part of the data for our
experiments. The development set and train set
were originally concatenated and then split into 5
equal folds. However, out of the approximately
9500 mentions only 3629 ADR mentions were
unique. Those mentions were mapped to 507 med-
ical concepts from the MEDDRA Knowledge-Base.
As there was a very high percentage of overlap
between the training and test folds, we decided to
remove all duplicates in order to avoid over opti-
mistic estimations of our performance. After the
duplicate removal, from the validation (develop-
ment) and test set folds, the final test sets consisted
of approximately 400 ADR mentions for testing
and 3200 mentions for training in each one of the
5 different folds.

Apart from SMM4H 2017 dataset, we leveraged
CADEC dataset. This data does not only consist of
concepts representing Adverse Drug Reactions. It
also includes other medical concepts like drugs, dis-
eases and symptoms. For this reason, we filtered all
the annotated samples and excluded all data sam-
ples that represented different medical concepts,
based on their assigned MedDRA code. The re-
sulting dataset we used for evaluation consisted of
3092 samples mapped to 659 distinct MedDRA
codes. Statistics on data used for training and test-
ing are shown in Table 2.

4.2 Comparison Methods

In order to enable a direct comparison of our 1-NN
approach, we reproduced two state of the art neural
networks, BERT (Miftakhutdinov and Tutubalina,
2019) and the second is a Recurrent Neural Net-
work (RNN) (Limsopatham and Collier, 2016)
with a single GRU layer. In (Miftakhutdinov and
Tutubalina, 2019), the authors fine-tuned BERT for
ADR sequence classification, which demonstrated
a remarkable performance and outperformed all
task specific neural network architectures. In our
experiments we are using the BERT-base version
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Approach SMM4H 2017 CADEC
RNN 0.561 0.459

1-NN-avgwordpiece 0.587 0.484
BERT 0.667 0.571

1-NN-SBERT 0.637 0.531

Table 3: 5 fold cross validation accuracy on
SMM4H 2017 and CADEC datasets. Legend: 1-NN-
avgwordpiece – using Nearest Neighbor (NN) with the
avgwordpiece representation model; 1-NN-SBERT –
using NN with SBERT representation model.

of this model. The RNN model (Limsopatham and
Collier, 2016), demonstrated superior performance
compared to all other rule-based or ML based tech-
niques in normalising medical concepts. In addi-
tion the authors made their implementation details
public to the research community in order to ensure
the accurate reproducibility of their approach.

5 Results And Discussion

The results of our experimental evaluation in the
two aforementioned datasets are demonstrated in
Table 3. Overall, BERT outperforms both the
RNN and the 1-NN based models in SMM4H 2017
and CADEC datasets. However, 1-NN-SBERT
(i.e., using NN with SBERT representation model)
achieves a comparable performance to it, while out-
performing the RNN architecture as well as the
baseline 1-NN-avgwordpiece. Based on the above
results, we could conclude that the BERT sequence
classification technique is the big winner in the
ADR normalization task, which is also in line with
previous research findings (Miftakhutdinov and Tu-
tubalina, 2019). However, as Figure 1 indicates,
having insights on different subsets of the predicted
medical concepts would give us a better picture of
the strengths and the weaknesses of each technique.

For this reason, we divided all test sets into three
different subsets, based on how many training sam-
ples the true label of test set sample has in the
training data. The first test subset includes ADRs
with a true label that has just 1 to 4 unique training
samples in the corresponding training data. Ac-
cordingly, the second subset includes concepts with
5-19 samples in the training set and the third 20 or
more of them. The bin limits were selected so that
each subset has a significant number of samples.

The results of the accuracy in those subsets are
shown in Figures 3 and 4. From these results, we

Approach

Rare classes
Subset*
CADEC

(115 samples/fold)

Rare classes
Subset*

SMM4H 2017
(80 samples/fold)

BERT 0.295 0.285
1-NN-SBERT 0.34 0.37

Table 4: 5 fold cross validation accuracy of the two
best performing models on a subset of the test data. The
subset includes samples from classes that have less than
5 training samples in the training data.

can see that our proposed 1-NN-SBERT technique
outperforms BERT and RNN in predicting classes
with limited training samples (1-4). This represents
the vast majority of the different medical concepts
that are present in those two datasets, as seen in Fig-
ure 1. The exact accuracy metrics of the two best
performing techniques in this subset are presented
in Table 4. As expected, we can see that as the
availability of training data increases in the other
two bins, the sequence classification performance
techniques are becoming more effective than the
1-NN based approach.

6 Qualitative analysis

We perform a qualitative analysis of our 1-NN-
SBERT approach performance on the SMM4H
2017 dataset. The purpose of the qualitative analy-
sis is to get insights about ’where’ and ’why’ this
approach fails or succeeds and to highlight the un-
derlying properties which are hard to digitize with-
out losing any meaning. Table 5 shows examples of
correctly normalized ADRs and their correspond-
ing medical terms in the knowledge base, as well
as different kinds of misclassified ADR samples.
Based on our error analysis, we identified three
types of errors where our approach produces the
majority of the incorrectly normalized samples:

• 1-NN-SBERT fails to take into account some
significant properties of textual data, like nega-
tion. The phrase ’never going to lose weight’
is erroneously normalized to Weight Decrease
because its closest neighbor in the vector
space is ’lose so much weight’.

• There exist inconsistencies or disagreement
in the manual annotation of the test data.
Nonetheless, our model selected semantically
similar concepts in the classification proce-
dure. The phrase ‘kills my sex drive’ is nor-
malized to the medical concept ‘Loss of Li-
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Figure 3: Accuracy of different techniques per available
training samples on SMM4H 2017. Figure 4: Accuracy of different techniques per available

training samples on CADEC test set.

bido’ while the ground truth is ‘Libido de-
creased’. Despite having almost the same
meaning, these medical concepts represent
two different entities in MedDRA. This indi-
cates that we could consider the medical con-
cept normalization problem as a multi-label
classification task.

• Our approach does not consider the context
around an extracted ADR entity in order to
achieve a more robust normalization perfor-
mance. For instance, the phrase ‘feel like I am
having a heart attack’ was once annotated as a
‘Palpitations’ adverse effect, while an almost
identical phrase was annotated as ‘Myocardial
infarction’. Most likely, the annotations were
based on the information provided by the rest
of the text.

While the main focus of the paper was on nor-
malizing rare concepts that have a few training
samples available, we also started investigating an
additional source of knowledge for the concepts for
which no training data is available. For the medical
concepts with no training data, we used all differ-
ent synonymous terms (i.e., available in UMLS)
associated with this concept as its representatives.

7 Conclusions and Future Work

In this work, we have presented a 1-NN-SBERT
approach that is robust for normalizing rare classes
of ADRs. Our technique cannot compete with a
deep neural network in concepts where the training
data is available on a larger scale. Yet, it easily out-
performs deep learning techniques when dealing
with rare classes of ADRs. This approach can eas-
ily scale as the number of classes increases and can

adapt to the changes and emergence of new ADRs,
with no training cost. Finally, our sentence embed-
ding model can benefit from the concept of transfer
learning, as it does not require task-specific training
data to generate high-quality sentence and phrase
representations. As future work our model can be
improved in the direction of separating the com-
mon and the rare medical concepts at test time in
a more effective and efficient way. Using multiple
binary classifiers, or neural networks with multiple
sigmoid functions instead of the final softmax layer
have been used in similar domains where multi-
label classification or open-set classification (Shu
et al., 2017) is considered.
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Sébastien Cossin, Vianney Jouhet, Fleur Mougin, Gayo
Diallo, and Frantz Thiessard. 2018. IAM at CLEF
eHealth 2018: Concept annotation and coding in
French death certificates. CEUR Workshop Proceed-
ings 2125 (2018). arXiv:1807.03674

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. BERT: Pre-training
of Deep Bidirectional Transformers for Language
Understanding. arXiv preprint arXiv:1810.04805
(2018).

Omid Ghiasvand and Rohit J Kate. 2014. UWM : Dis-
order Mention Extraction from Clinical Text Using
CRFs and Normalization Using Learned Edit Dis-
tance Patterns. SemEval (2014), 828–832.

Sifei Han, Tung Tran, Anthony Rios, and Ramakanth
Kavuluru. 2017. Team UKNLP: Detecting ADRs,
Classifying Medication Intake Messages, and Nor-
malizing ADR Mentions on Twitter. Proceedings
of the 2nd Workshop on Social Media Mining for

Health Research and Applications (2017), 49–53.
http://ceur-ws.org/Vol-1996/paper9.pdf

Rave Harpaz, William DuMouchel, Nigam H Shah,
David Madigan, Patrick Ryan, and Carol Friedman.
2012. Novel data-mining methodologies for adverse
drug event discovery and analysis. Clinical Pharma-
cology & Therapeutics 91, 6 (2012), 1010–1021.

Sarvnaz Karimi, Alejandro Metke-Jimenez, Madonna
Kemp, and Chen Wang. 2015. Cadec: A corpus of
adverse drug event annotations. Journal of Biomedi-
cal Informatics 55 (2015), 73–81.

Payam Karisani and Eugene Agichtein. 2018. Did You
Really Just Have a Heart Attack?: Towards Robust
Detection of Personal Health Mentions in Social Me-
dia. In Proceedings of the 2018 World Wide Web
Conference on World Wide Web. International World
Wide Web Conferences Steering Committee, 137–
146.

Daniel Kershaw, Matthew Rowe, and Patrick Stacey.
2016. Towards modelling language innovation ac-
ceptance in online social networks. In Proceedings
of the Ninth ACM International Conference on Web
Search and Data Mining. ACM, 553–562.

Robert Leaman, Rezarta Islamaj Doǧan, and Zhiyong
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