Research on Discourse Parsing: from the Dependency View

Sujian li and Liang Wang and An Yang and Yi Cheng and Zhenwen Li
Key Laboratory of Computational Linguistics(MOE)
Department of Computer Science, Peking University
lisujian@pku.edu.cn

Discourse parsing aims to comprehensively ac-
quire the logical structure of the whole text which
may be helpful to some downstream applications
such as summarization, reading comprehension,
QA and so on. One important issue behind dis-
course parsing is the representation of discourse
structure. Up to now, many discourse structures
have been proposed (Mann and Thompson, 1987;
Lascarides and Asher, 2008; Prasad et al., 2008),
and the correponding parsing methods are de-
signed (Soricut and Marcu, 2003; Joty et al., 2012;
Feng and Hirst, 2012; Hernault et al., 2010; Zhou
etal., 2010; Wang et al., 2012; Lan et al., 2013; Liu
and Li, 2016), promoting the development of dis-
course research. In this paper, we mainly introduce
our recent discourse research and its preliminary
application from the dependency view.

First, as about discourse structure, we present
why we choose to use the dependency strucutre.
So far, there are two well known discourse rep-
resentations which are widely researched in the
field of natural language processing. One is PDTB
and the other is RST. PDTB adopts the representa-
tion of one predicate and two arguments by taking
an implicit or explicit connective as a predicate
of two sentences. In PDTB, usually two adjacent
sentences are selected and independently analyzed
their logical relations which exhibit a flat and shal-
low discourse structure without knowing a wider
context. RST posits a hierarchical tree structure.
In a RST tree for a text, the leaves correspond to
contiguous text spans called Elementary Discourse
Units (EDUs). The adjacent EDUs are combined
into a larger text span by rhetorical relations until
the whole text constitutes a tree. This kind of tree
exhibits a relatively global and deep discourse struc-
ture, and the corresponding parsing task is more
challenging. With such a generative tree structure
for a text, we have two problems. On one hand,
it is difficult to generalize the meaning of interior
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text spans and design a set of production rules as
in syntactic parsing, as there are no determinate
generative rules for the interior text spans. On the
other hand, it is not easy to keep the consistency of
relations at different levels. For example, the rela-
tion “Expansion” may occur between two EDUs or
between two paragraphs.

To solve these problems, we propose to use the
discourse dependency structure which only con-
sider the relations between EDUs (Li et al., 2014a).
Then we can analyze the relations between EDUs
directly, without worrying about any interior text
spans. Without interior nodes, Dependency trees
contain much fewer nodes and on average their
annotation is simpler than RST trees. In addition,
dependency structures can deal with non-projective
relations, while constituency-based models need
the addition of complex mechanisms like transfor-
mations, movements and so on. For a discourse
dependency tree, it consists of EDUs which are
linked by the binary, asymmetrical relations called
dependency relations. A dependency relation holds
between a subordinate EDU called the dependent,
and another EDU on which it depends called the
head. Each EDU has one and only one head. Thus,
the dependency structure can be seen as a set of
head-dependent links, labeled by functional rela-
tions.

The next problem is how to get a discourse de-
pendency corpus. We adopt two kinds of methods.
The first conversion method is simple and straight-
forward (Li et al., 2014a). We directly convert
RST-DT into a discourse dependency corpus. In
RST-DT, there are a total of 110 fine-grained rela-
tions which are categorized into 18 classes. One
kind of relations is mononuclear and contain a nu-
cleus and a satellite span. The kind of relations
is multinuclear and contain two or more equally
important nucleus spans. We recursively convert
the n-ary RST trees to binary trees through adding
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a new node for the latter n-1 nodes. Then we con-
vert the binarized RST trees to dependency trees
by pointing from a nucleus EDU to a satellite EDU.
Through conversion, there may exist some con-
version errors. In such cases, we hope to manu-
ally annotate a dependency corpus from scratch.
Compared with conversion method, manual anno-
tation is very costly. We also hope to construct a
high quality and cost-effective corpus. Here we
choose scientific abstracts as raw text, as scien-
tific abstracts are usually composed of one passage
with strong logics. 5 annotators are recruited af-
ter a test annotation, the annotation process lasts
about 6 months, and the corpus SciDTB is finally
constructed (Yang and Li, 2018). There are 17
coarse-grained relations and 26 fine-grained rela-
tions. SciDTB contains 798 unique abstracts and
18,978 discoure relations. 3% of all relations are
non-projective.

Further, we hope to construct a Chinese dis-
course dependency corpus with the help of the En-
glish discourse corpus or other Chinese discourse
corpus available. For the first attempt, we design
one simple and efficient method to conduct zero-
shot Chinese text-level dependency parsing through
leveraging English discourse data and parsing tech-
niques (Cheng and Li, 2019). This is motivated
by the observation that the logical organization of
a text is similar at the macro discourse level re-
gardless of languages, in spite of some lexical or
grammatical differences. Based on the observation,
we conduct the Chinese-English mapping from the
sentence and elementary discourse unit (EDU) lev-
els using the machine translation techniques, and
then return the parsing results of the corresponding
English translations as the discourse structure of
the Chinese text. This method can automatically
conduct Chinese discourse parsing, with no need
of a large scale of Chinese labeled data.

We also explore another possible way to inte-
grate different Chinese discourse corpora avail-
able under the same dependency framework to
form a much larger discourse treebank. Here three
Chinese discourse corpora, HIT-CDTB (Zhang
et al., 2014), CDTB (Li et al., 2014b) and Sci-
CDTB (Cheng and Li, 2019), are chosen. HIT-
CDTB adopts the predicate-argument structure sim-
ilar to PDTB, with a connective as predicate and
two text spans as arguments. Following the rhetori-
cal structure theory(RST), CDTB use a hierarchical
tree to represent the inner structure of each text,

with EDUs as its leaves and connectives as inter-
mediate nodes. SciCDTB is a small-scale DDS
corpus composed of 108 scientific abstracts. The
primary obstacle of unifying these corpora is in-
consistency of the representation schemes, such as
granularity of EDU and definition of relation types.
Besides, the predicate-argument structure of HI'T-
CDTB leads to the problem that some discourse
relations between adjacent text spans are absent.
To tackle the problems, we redefine granularity of
EDU, conduct mapping among different relation
sets, and design semi-automatic methods to convert
other discourse structures into DDS. On the unified
dataset, we also implement several discourse de-
pendency parsers and explore how the data can be
leveraged to improve parsing performance.

Finally, our discourse research aims to improve
some text applications and we conduct some pre-
liminary research on summarization (Li et al.,
2020). We chose to use Elementary Discourse Unit
(EDU) as the summarization unit, which is first pro-
posed from Rhetorical Structure Theory (?) and
defined as a clause. The finer granularity makes
EDU more suitable than sentence to be the basic
summary composition unit (Li et al., 2016). At
the same time, benefited from the development of
EDU segmentation techniques, which can achieve
a high accuracy of 94% (Wang et al., 2018), it is
feasible to automatically obtain EDUs from the
text. Next, to well handle the problem of compos-
ing EDUs into an informative and fluent summary,
we propose a summarization method EDUSum that
first designs an EDU selection model to extract and
group informative EDUs and an EDU fusion model
to fuse the EDUs in each group into one sentence.
We also design the reinforcement learning mecha-
nism to use EDU fusion results to reward the EDU
selection action, boosting the final summarization
performance. We applied EDUSum on CNN/Daily
Mail and found that similar EDUs can be grouped
to generate more informative summaries compared
to using sentences as the basic selection unit. We
will further seek new methods to exploit more dis-
course information including the dependency tree
structure and relations into summarization.

In conclusion, we summarize some of our dis-
course research from the dependency view which
may reduce the difficulty of discourse parsing.
Based on our research experience, we found that
both EDU segmentation and tree structure identifi-
cation can reach a relatively satisfying performance.



However, discourse relation recognition is still far
from satisfactory. In future work, we will focus
on researching the identification of discourse rela-
tions and how to use discourse to improve more
text applications.
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