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Abstract

Topic models have been widely used to dis-
cover hidden topics in a collection of docu-
ments. In this paper, we propose to inves-
tigate the role of two different types of rela-
tional information, i.e. document relationships
and concept relationships. While exploiting
the document network significantly improves
topic coherence, the introduction of concepts
and their relationships does not influence the
results both quantitatively and qualitatively.

1 Introduction

Topic models are a suite of generative probabilistic
models aimed at discovering thematic information
(or topics) of an unstructured collection of docu-
ments. These models, including the well-known La-
tent Dirichlet Allocation (LDA) (Blei et al., 2003),
usually consider texts as the unique source of infor-
mation and are based on the assumption that texts
are independent and identically distributed (i.i.d.
assumption). However, in several real-world cases,
documents are often characterized by an underlying
relational structure: scientific papers can be related
through citations, web pages can present hyperlinks
between each other, and users in social networks
can be friends. One of the first approaches that
explicitly models the relationships between docu-
ments is Relational Topic Model (RTM) (Chang
and Blei, 2009), based on the intuition that con-
nected documents likely discuss the same topics.

Traditional topic models also assume that the
topic assignment of a word is independent of other
hidden topics, given the document’s topic distri-
bution. However, previous work proved that the
introduction of additional knowledge about the re-
lationships between words improves the coherence
of the discovered topics (Yang et al., 2015b; Chen
et al., 2013b,c). This type of relationship is com-
monly viewed as related to the concept of synonym,

but this is not always the case in a real-world sce-
nario because of word ambiguity. Following this
intuition, it is thus important to take into consid-
eration the concept behind the word alongside the
word itself for understanding its relationship with
other words, because it would permit to associate
the same topic to words that are actually related
and not only synonyms. For example, it would
be possible to grasp that the word “engine”, when
associated with the concept of “search engine”, is
distant from “motor”, but similar to “information
retrieval”. Few works investigate the use of named
entities in topic models (Kim et al., 2012; Wang
et al., 2017; Allahyari and Kochut, 2016), but none
of them addresses the problem in relational set-
tings.

Contribution In this paper, we investigate the
role of two different types of relational informa-
tion: (1) concept relationships between words and
named entities obtained by Word Embeddings and
(2) document-level relationships extracted by a doc-
ument network. The impact of these two types of
relational information is evaluated by considering
traditional topic models and by introducing two
novel Entity Constrained Topic Models. The source
code has been made available at the following link:
https://github.com/MIND-Lab/EC-RTM.

2 Related Work

Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is a generative probabilistic model that de-
scribes a document corpus through a set of topics
K, seen as distributions of words over a fixed vo-
cabulary. A document is assumed as composed
of a mixture of the topics, following a Dirichlet
distribution. Words are generated according to the
topics drawn from this mixture. LDA can be ex-
tended by considering different types of relational
information.

https://github.com/MIND-Lab/EC-RTM
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Word-level Relational Topic Models relax the in-
dependence assumption of words in a document or
in a topic. They can be roughly divided into models
that encode word-order (Wang et al., 2007; Gruber
et al., 2007; Lindsey et al., 2012; Fei et al., 2014;
Wallach, 2006) and syntactic dependencies (Grif-
fiths et al., 2004; Boyd-Graber and Blei, 2008), and
models that incorporate semantic or domain knowl-
edge relationships (Andrzejewski et al., 2009, 2011;
Chen et al., 2013b; Yang et al., 2015b). Lately, the
growing interest in word embeddings has led to the
incorporation of the relationships deriving from
word embeddings (Petterson et al., 2010; Zhao
et al., 2017; Das et al., 2015; Nguyen et al., 2015;
Li et al., 2016; Batmanghelich et al., 2016; Nozza
et al., 2016).

Document-level Relational Topic Models as-
sume that two linked documents are more likely
to have similar topic distributions. Relational
Topic Model (RTM) and its extensions (Chen et al.,
2013a; Terragni et al., 2020; Zhang et al., 2013;
Yang et al., 2015a, 2016), ground on LDA and
model each link as a binary variable consider-
ing the existence of a link between pairs of docu-
ments. Other approaches include the regularized
topic models (He et al., 2017; Mei et al., 2008),
which augment the model’s objective function with
a network regularization penalty, and the Dirichlet
Multinomial Regression (Mimno and McCallum,
2008) and its extensions (Hefny et al., 2013; Wa-
habzada et al., 2010), incorporating links by view-
ing them as per-document attributes. A promising
paradigm uses neural variational inference to infer
topics (Miao et al., 2016; Bianchi et al., 2020a,b).
Neural Relational Topic Model (NRTM) (Bai et al.,
2018), is based on Stacked Variational AutoEn-
coder (SVAE) to infer topics and predict links using
a multilayer perceptron.

3 Entity Constrained Topic Models

We propose Entity Constrained Latent Dirichlet
Allocation (EC-LDA) and Entity Constrained
Relational Topic Models (EC-RTM), two classes
of models aimed at incorporating entity-entity and
entity-word relationships in traditional topic mod-
els. Following (Yang et al., 2015b; Terragni et al.,
2020), we constrain the joint distribution of LDA
and RTM through the use of potential functions
that model entity-entity and/or entity-word rela-
tionships. The potential can be factored out of the
joint distribution and the posterior can be derived

using a collapsed Gibbs sampling for inference.
In addition to EC-LDA, EC-RTM also assumes
that two linked documents are likely to discuss the
same topics. We report the joint distributions of the
proposed models in the Appendix A. For further
details on Constrained Topic Models, we refer the
reader to (Yang et al., 2015b; Terragni et al., 2020).

We define the vocabulary E containing the
unique named entities of the corpus, and the vocab-
ulary W containing the unique words. We derive
the vocabulary Γ as the union of the word and
named entity vocabularies. Relationships are de-
noted by the set of knowledge L and each piece
of knowledge l ∈ L is incorporated by a potential
function fl(z, u), which represents a real-valued
score for the hidden topic assignment z of the word
or named entity token u.

We derive the knowledge L using Skip-Gram
(Mikolov et al., 2013). Given a word embeddings
training set composed of a large but finite set Λ,
the word embeddings model can be expressed as
a mapping function C ′ : Γ 7→ Rt. For each token
u ∈ Γ, we define a must-constraint set Lmu , con-
taining words and named entities that are likely to
share the same themes of u. Lmu is defined as:

Lmu = {v ∈ Γ|sim(C ′(u), C ′(v)) > εm} (1)

where sim is the cosine similarity between two
vectors, and εm is a given threshold. We also define
a cannot-constraint set Lcu, that contains the words
and named entities that are not likely to share the
same themes of u. Lcu is defined as:

Lcu = {v ∈ Γ|sim(C ′(u), C ′(v)) < εc} (2)

where εc is a given threshold.
An example of a must-constraint set for the

named entity “Artificial neural network” may be {
Artificial neuron, ANN, perceptron} which contains
named entities that are likely to be assigned to the
same topic. Analogously, an example of cannot-
constraint set for the named entity “Artificial neural
network” may be {Olympic games, Athlete} which
denotes named entities related to sports and not to
Machine Learning.

3.1 Entity-Entity Potential Function

We specify an entity-entity potential function that
models the relationships between named entities.
Let Nze′ be the maximum between 1 and the topic-
entities counts, i.e. the number of occurrences of e′
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assigned to topic z. The function fl(z, u) is as
follows:

fl(z, u) =


∑
e′∈Lm

u
e′∈E

logNze′ +
∑
e′∈Lc

u
e′∈E

log
1

Nze′
if u ∈ E

0 otherwise

(3)

The function increases the probability that the en-
tity uwill be assigned to the same topics as those of
the entities belonging to Lmu . Similarly, the poten-
tial function decreases the probability that a named
entity u will be drawn from the same topics as
those of entities contained in the Lcu.

The models that can encode the Entity-Entity
(EE) potential function will be referred to EC-LDA-
EE and EC-RTM-EE.

3.2 Entity-Word Potential Function

Let Nzw′ be the maximum between 1 and the topic-
word counts, i.e. the counts of word w′ assigned to
topic z. The following potential function deals with
relationships between entities and word tokens:

fl(z, u) =



∑
w′∈Lm

u
w′∈W

logNzw′ +
∑

w′∈Lc
W

w′∈W

log
1

Nzw′
if u ∈ E

∑
e′∈Lm

u
e′∈E

logNze′ +
∑
e′∈Lc

u
e′∈E

log
1

Nze′
if u ∈W

(4)

The potential function models the following cases:
• if u is a named entity, then we consider only

the words that are contained in u’s must- and
cannot-constraint sets, i.e. Lmu and Lcu;
• if u is a word, then we consider only the

named entities that are contained in u’s must-
and cannot-constraint sets, i.e. Lmu and Lcu.

The models encoding Entity-Word (EW) relation-
ships are named EC-LDA-EW and EC-RTM-EW.

4 Experimental setting

Datasets The experimental investigation has
been performed on two relational benchmark
datasets: (1) Cora-ML (McCallum et al., 2005),
a citation network on the set of Machine Learning
papers (Sen et al., 2008) and (2) WebKB1, a web-
site dataset collected from 4 different universities,
where links are hyperlinks. Table 1 reports the
basic statistics of the datasets.

1www.cs.cmu.edu/˜WebKB/ILP-data.html

Datasets #Docs #Links Document Type Link Type

Cora-ML 2,708 5,278 Title+Abstract Citation
WebKB 877 1,608 Webpage Hyperlink

Table 1: Statistics of benchmark datasets.

Preprocessing The identification of named enti-
ties in text is typically performed through a series
of techniques that refer to the task of Named En-
tity Recognition (NER) (Fersini et al., 2014; Rit-
ter et al., 2011; Li et al., 2020). Once the named
entities are recognized, the next step is to asso-
ciate them to unambigous concepts, as for example
resources in a Knowledge Base. This process is
known as the task of Named Entity Linking (NEL)
(Cucerzan, 2007; Dredze et al., 2010; Basile et al.,
2015; Cecchini et al., 2016; Nozza et al., 2019).

In this paper, we used the DBPedia Spotlight
tool (Mendes et al., 2011) (confidence = 0.5 and
support = 0.0) to identify named entities in the text
and associate them to DBPedia units. We added the
prefix “NE/” to each identified entity to discrimi-
nate it from words. We applied a common prepro-
cessing technique on the text. We considered only
must-constraints, that have been extracted from
Wikipedia2Vec (Yamada et al., 2018). For details
on the hyperparameters and preprocessing, see the
Appendix A.

Compared Models We compared the proposed
models (i.e., EC-LDA-EE, EC-LDA-EW and EC-
RTM-EE, EC-RTM-EW) with the significant state-
of-the-art approaches, i.e. Latent Dirichlet Allo-
cation (LDA) (Blei et al., 2003), Relational Topic
Model (RTM) (Chang and Blei, 2009), Stacked
Variational Auto-Encoder (SVAE) and Neural Re-
lational Topic Model (NRTM) (Bai et al., 2018).

Metrics We use KL-U, KL-V, and KL-B to mea-
sure semantic importance and identify junk and
insignificant topics (AlSumait et al., 2009). We
also measure how different are the topics from each
other by computing Topic Diversity (TD) (Dieng
et al., 2019). Finally, we consider two metrics of
topic coherence, i.e. NPMI (Aletras and Stevenson,
2013) and CV (Röder et al., 2015) that measure
how much the 10-top words of a topic are related
to each other. The scores are computed using the
Palmetto toolkit2 and Wikipedia3 as reference cor-
pus.

2http://github.com/dice-group/Palmetto
3English Wikipedia dump of the 23rd of May, 2019.

www.cs.cmu.edu/~WebKB/ILP-data.html
http://github.com/dice-group/Palmetto
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KL–U KL–V KL–B TD NPMI CV

10 30 50 10 30 50 10 30 50 10 30 50 10 30 50 10 30 50

LDA 1.855 1.572 1.259 1.226 1.231 1.059 0.052 0.119 0.168 0.816 0.736 0.654 0.098 0.080 0.071 0.399 0.389 0.386
RTM 2.001 2.046 1.820 1.357 1.563 1.460 0.095 0.207 0.283 0.814 0.747 0.666 0.099 0.082 0.071 0.348 0.391 0.392
EC-LDA-EE 1.845 1.520 1.375 1.225 1.238 1.066 0.052 0.119 0.167 0.814 0.742 0.659 0.098 0.079 0.069 0.397 0.390 0.389
EC-LDA-EW 1.800 1.518 1.381 1.230 1.236 1.065 0.052 0.119 0.168 0.817 0.740 0.660 0.094 0.079 0.070 0.395 0.389 0.387
EC-RTM-EE 2.033 2.082 1.849 1.362 1.564 1.472 0.095 0.205 0.280 0.817 0.747 0.675 0.099 0.081 0.071 0.402 0.394 0.392
EC-RTM-EW 2.079 1.990 1.643 1.361 1.565 1.470 0.096 0.206 0.282 0.820 0.746 0.671 0.098 0.082 0.072 0.340 0.392 0.392
SVAE - - - - - - - - - 0.893 0.694 0.577 -0.099 -0.095 -0.096 0.456 0.456 0.453
NRTM - - - - - - - - - 0.857 0.525 0.381 -0.083 -0.082 -0.082 0.442 0.447 0.446

Table 2: Performance on the Cora-ML dataset with the number of topics equal to 10, 30, 50.

KL–U KL–V KL–B TD NPMI CV

10 30 50 10 30 50 10 30 50 10 30 50 10 30 50 10 30 50

LDA 1.695 1.256 1.130 1.054 0.943 0.775 0.069 0.142 0.199 0.761 0.617 0.538 0.039 0.040 0.030 0.378 0.379 0.379
RTM 1.986 1.795 1.430 1.202 1.239 1.109 0.119 0.225 0.303 0.760 0.608 0.532 0.043 0.043 0.036 0.377 0.380 0.380
EC-LDA-EE 1.643 1.289 1.061 1.055 0.948 0.780 0.069 0.143 0.200 0.769 0.623 0.542 0.043 0.041 0.033 0.379 0.380 0.381
EC-LDA-EW 1.736 1.345 1.075 1.062 0.981 0.784 0.069 0.138 0.198 0.764 0.651 0.547 0.042 0.038 0.033 0.376 0.381 0.382
EC-RTM-EE 1.867 1.944 1.468 1.199 1.246 1.119 0.118 0.226 0.303 0.760 0.612 0.536 0.048 0.043 0.039 0.377 0.382 0.381
EC-RTM-EW 1.979 1.786 1.646 1.199 1.294 1.127 0.117 0.217 0.302 0.759 0.639 0.543 0.045 0.042 0.036 0.377 0.382 0.384
SVAE - - - - - - - - - 0.829 0.563 0.454 -0.116 -0.110 -0.112 0.460 0.450 0.452
NRTM - - - - - - - - - 0.734 0.360 0.283 -0.114 -0.117 -0.119 0.454 0.455 0.458

Table 3: Performance on the WebKB dataset with the number of topics equal to 10, 30, 50.

5 Experimental Results

Quantitative Results Tables 2 and 3 show the
performance of the models in terms of all the con-
sidered scores over an increasing number of topics
on the datasets.4 Results show that models that con-
sider relational information generally obtain higher
performance than their non-relational counterpart.
Differently, the introduction of the concept con-
straints in EC-RTM-EE and EC-RTM-EW models
does not seem to provide significant improvements
with respect to RTM. This can be motivated by the
fact that the constraint sets additionally included
in the EC-RTM models are already captured in the
word-topic distribution obtained by RTM.
Different behaviors can be observed for the CV
scores, for which NRTM and SVAE obtain signif-
icantly higher performance. This opposite trend
with respect to the other topic scores can be ex-
plained by the fact that CV rewards the presence of
rare words even if they are contained in junk topics
as stated by the author of (Röder et al., 2015)5.

Qualitative Results In Table 4, we show the top-
10 words for Cora-ML concerning an example
topic “Genetic Programming” for EC-RTM-EE,
EC-RTM-EW, LDA, RTM, SVAE, and NRTM. To
analyze if the named entity annotation can con-
tribute to topic interpretability, we report the words

4Computing the KL- metrics is impractical for SVAE and
NRTM since they do not model word- and document-topic
distributions.

5https://bit.ly/3jApSAC

Models Top-10 words

LDA* problem genetic algorithms problems program-
ming search optimization fitness population space

RTM* genetic control programming fitness reinforce-
ment population algorithms paper environment
behavior

EC-RTM-EE NE/Genetic programming programs
NE/Genetic algorithm population fitness
genetic evolutionary program NE/Evolution
strategies

EC-RTM-EW NE/Genetic programming NE/Genetic algorithm
population fitness genetic evolutionary
NE/Evolution encoding operator operators

SVAE koza NE/Multidisciplinary design optimization
splice bitsback NE/Genetic programming fitness
orientation NE/Ploidy NE/Exon coded

NRTM genetic reactive NE/Genetic programming
NE/Case casebased neuroevolution ssa
NE/Genetic algorithm coevolutionary prob-
lemsolving

Table 4: “Genetic Programming” topic in Cora-ML.

of LDA and RTM (referred as LDA* and RTM*)
run on Cora-ML composed of words only. As ex-
pected from the quantitative results, the topics ex-
tracted by the proposed models do not significantly
differ from RTM*, further demonstrating the hy-
pothesis that the imposed constraints were already
captured by the original model.
Qualitative considerations can be made regarding
the exploitation of the novel entity-level model-
ing of the documents. While this representation
leads to topics containing explicit concepts (e.g.,
“NE/Genetic programming”), topics obtained by
RTM* seem to be equally interpretable because
they can identify named entities in the form of

https://bit.ly/3jApSAC
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distinct words (e.g., “genetic, programming, algo-
rithm”). Moreover, the difference in representation
is only evident when named entities are composed
of two or more words (e.g., “NE/Evolution” and
“evolution” are equivalent). The benefit of applying
NEEL techniques for recognizing named entities in
topics may come in handy for automatically provid-
ing links to KB (such as Wikipedia), at the compu-
tational cost of discovering named entities. More-
over, the proposed novel potential function would
allow users to artificially manipulate the model to
derive explanations for the topic assignments or
force entities in the same topic based on human
domain knowledge.

Regarding SVAE and NRTM, their topics seem
hard to interpret from a qualitative perspective, con-
firming the results of the quantitative evaluation.

6 Conclusion

We propose two classes of Entity Constrained Topic
Models for incorporating different types of rela-
tional information. Results demonstrated that mod-
els exploiting document-level relationships achieve
improvements with respect to their non-relational
counterparts. Differently, concept relationships do
not significantly improve either topic coherence or
interpretability. As future work, we plan to investi-
gate multi-relational topic models extracting other
relationships from the data and to exploit contex-
tual encoding method for entity representation also
in multilingual settings (Devlin et al., 2019; Nozza
et al., 2020).

References

Nikolaos Aletras and Mark Stevenson. 2013. Evalu-
ating topic coherence using distributional semantics.
In Proceedings of the 10th International Conference
on Computational Semantics, IWCS 2013, March
19-22, 2013, University of Potsdam, Potsdam, Ger-
many, pages 13–22. The Association for Computer
Linguistics.

Mehdi Allahyari and Krys Kochut. 2016. Discovering
coherent topics with entity topic models. In Pro-
ceedings of the 2016 IEEE/WIC/ACM International
Conference on Web Intelligence, WI 2016, Omaha,
NE, USA, October 13-16, 2016, pages 26–33.

Loulwah AlSumait, Daniel Barbará, James Gentle, and
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tano, Wray L. Buntine, and Shravan M. Narayana-
murthy. 2010. Word features for latent dirichlet allo-
cation. In Advances in Neural Information Process-
ing Systems 23: 24th Annual Conference on Neural
Information Processing Systems 2010. Proceedings
of a meeting held 6-9 December 2010, Vancouver,
British Columbia, Canada., pages 1921–1929.

Alan Ritter, Sam Clark, Mausam, and Oren Etzioni.
2011. Named Entity Recognition in Tweets: An Ex-
perimental Study. In Proc. of the 2011 Conference
on Empirical Methods in Natural Language Process-
ing, pages 1524–1534.

Michael Röder, Andreas Both, and Alexander Hinneb-
urg. 2015. Exploring the space of topic coherence
measures. In Proceedings of the 8th ACM Interna-
tional Conference on Web Search and Data Mining,
WSDM 2015, Shanghai, China, February 2-6, 2015,
pages 399–408.

Prithviraj Sen, Galileo Namata, Mustafa Bilgic, Lise
Getoor, Brian Gallagher, and Tina Eliassi-Rad. 2008.
Collective classification in network data. AI Maga-
zine, 29(3):93–106.

Silvia Terragni, Elisabetta Fersini, and Enza Messina.
2020. Constrained relational topic models. Informa-
tion Sciences, 512:581 – 594.

Mirwaes Wahabzada, Zhao Xu, and Kristian Kerst-
ing. 2010. Topic models conditioned on relations.
In Machine Learning and Knowledge Discovery in
Databases, European Conference, ECML PKDD
2010, Barcelona, Spain, September 20-24, 2010,
Proceedings, Part III, pages 402–417.

Hanna M. Wallach. 2006. Topic modeling: beyond
bag-of-words. In Proceedings of the 23rd Inter-
national Conference on Machine Learning, (ICML
2006), Pittsburgh, Pennsylvania, USA, June 25-29,
2006, pages 977–984.

Qilin Wang, Dandan Song, and Xiuquan Li. 2017. In-
corporating entity correlation knowledge into topic
modeling. In Proceedings of the IEEE International
Conference on Big Knowledge, ICBK 2017, Hefei,
China, August 9-10, 2017, pages 254–258.

Xuerui Wang, Andrew McCallum, and Xing Wei. 2007.
Topical n-grams: Phrase and topic discovery, with an
application to information retrieval. In Proceedings
of the 7th IEEE International Conference on Data
Mining (ICDM 2007), October 28-31, 2007, Omaha,
Nebraska, USA, pages 697–702.

http://www.aclweb.org/anthology/D12-1020
http://ijcai.org/Proceedings/05/Papers/1623.pdf
http://ijcai.org/Proceedings/05/Papers/1623.pdf
https://doi.org/10.1145/1367497.1367512
https://doi.org/10.1145/1367497.1367512
https://doi.org/10.1145/2063518.2063519
https://doi.org/10.1145/2063518.2063519
http://proceedings.mlr.press/v48/miao16.html
http://proceedings.mlr.press/v48/miao16.html
http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality
http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality
http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality
https://dslpitt.org/uai/displayArticleDetails.jsp?mmnu=1&smnu=2&article_id=1318&proceeding_id=24
https://dslpitt.org/uai/displayArticleDetails.jsp?mmnu=1&smnu=2&article_id=1318&proceeding_id=24
https://tacl2013.cs.columbia.edu/ojs/index.php/tacl/article/view/582
https://tacl2013.cs.columbia.edu/ojs/index.php/tacl/article/view/582
https://doi.org/10.5220/0006052000680076
https://doi.org/10.5220/0006052000680076
https://doi.org/10.1007/978-3-030-29563-9_13
https://doi.org/10.1007/978-3-030-29563-9_13
http://papers.nips.cc/paper/4094-word-features-for-latent-dirichlet-allocation
http://papers.nips.cc/paper/4094-word-features-for-latent-dirichlet-allocation
https://www.aclweb.org/anthology/D11-1141/
https://www.aclweb.org/anthology/D11-1141/
https://doi.org/10.1145/2684822.2685324
https://doi.org/10.1145/2684822.2685324
http://www.aaai.org/ojs/index.php/aimagazine/article/view/2157
https://doi.org/https://doi.org/10.1016/j.ins.2019.09.039
https://doi.org/10.1007/978-3-642-15939-8_26
https://doi.org/10.1145/1143844.1143967
https://doi.org/10.1145/1143844.1143967
https://doi.org/10.1109/ICBK.2017.33
https://doi.org/10.1109/ICBK.2017.33
https://doi.org/10.1109/ICBK.2017.33
https://doi.org/10.1109/ICDM.2007.86
https://doi.org/10.1109/ICDM.2007.86


39

Ikuya Yamada, Akari Asai, Hiroyuki Shindo,
Hideaki Takeda, and Yoshiyasu Takefuji. 2018.
Wikipedia2vec: an optimized tool for learning
embeddings of words and entities from wikipedia.
arXiv preprint arXiv:1812.06280.

Weiwei Yang, Jordan L. Boyd-Graber, and Philip
Resnik. 2015a. Birds of a feather linked together:
A discriminative topic model using link-based pri-
ors. In Proceedings of the 2015 Conference on Em-
pirical Methods in Natural Language Processing,
EMNLP 2015, Lisbon, Portugal, September 17-21,
2015, pages 261–266.

Weiwei Yang, Jordan L. Boyd-Graber, and Philip
Resnik. 2016. A discriminative topic model using
document network structure. In Proceedings of the
54th Annual Meeting of the Association for Compu-
tational Linguistics, ACL 2016, August 7-12, 2016,
Berlin, Germany, Volume 1: Long Papers.

Yi Yang, Doug Downey, and Jordan L. Boyd-Graber.
2015b. Efficient methods for incorporating knowl-
edge into topic models. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing, EMNLP 2015, Lisbon, Portugal,
September 17-21, 2015, pages 308–317.

Aonan Zhang, Jun Zhu, and Bo Zhang. 2013. Sparse
relational topic models for document networks. In
Machine Learning and Knowledge Discovery in
Databases - European Conference, ECML PKDD
2013, Prague, Czech Republic, September 23-27,
2013, Proceedings, Part I, pages 670–685.

He Zhao, Lan Du, and Wray L. Buntine. 2017. A word
embeddings informed focused topic model. In Pro-
ceedings of The 9th Asian Conference on Machine
Learning, ACML 2017, Seoul, Korea, November 15-
17, 2017., pages 423–438.

A Appendix

A.1 Preprocessing
We lowercased the text, removed English stop-
words and words occurring less than 10 times, and
filtered out documents composed of less than 2
words. Details on the vocabulary composition are
reported in Table 5.

A.2 Hyperparameters
Each experiment, with a given set of parameters, is
repeated for 100 times and the performance mea-
sures are averaged by the number of the samples.

The hyperparameters α and β are set equal to
50/K and 0.1 respectively (as reported in (Grif-
fiths and Steyvers, 2004)) for all the considered
models. All the compared models are trained for
1,500 Gibbs iterations.

In our evaluation, we consider only must-
constraint relations that can be generated by entities

and words. To select the most appropriate value for
the threshold εm, we studied the performance of
the topic coherence of our models by varying the
value of the parameter. The values for the models
with the potential functions EE and EW are, respec-
tively, 0.8 and 0.7 for the dataset Cora, and 0.6 and
0.6 for WebKB.

A.3 Joint Distributions of the Proposed
Models

For the sake of completeness, we report the joint
distribution of the proposed models. Entity Con-
strained Latent Dirichlet Allocation (EC-LDA) de-
fines the following joint probability distribution:

P (u, z,θ,Φ|α, β, L) ∝ (5a)
D∏
d=1

p(θd|α)

Nd∏
n=1

p(und|Φznd
)p(znd|θd) (5b)

K∏
k

p(Φk|β) · ξ(z, L) (5c)

where
• D denotes the set of documents
• Nd is the length of document d
• K denotes the fixed number of topics
• u denotes the set of word and named entity

tokens
• z represents the set of topic assignments
• θ represents the document-topic distribution
• Φ denotes the topic-word distribution
• α and β are the Dirichlet hyperparameters

related to θ and Φ
• ξ(z, L) =

∏
z∈z exp fl(z, u).

Similarly, the joint probability distribution of Entity
Constrained Relational Topic Models is defined as
follows:

P (u, z,y,θ,Φ|α, β, η, ν, L) ∝ (6a)
D∏
d=1

p(θd|α)

Nd∏
n=1

p(und|Φznd
)p(znd|θd) (6b)

K∏
k

p(Φk|β)
∏

d,d′∈D
d′ 6=d

ψσ(yd,d′ |zd, zd′ , η, ν) · ξ(z, L)

(6c)

where ψσ is the link probability function defined
as ψσ(y = 1) = σ(ηT (zd ◦ zd′) + ν), σ is the
sigmoid function and zd = 1

Nd

∑
n znd. The link
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Processed corpus Unprocessed corpus

# unique
entities

# unique
words

# unique entities
and words

# unique
words

Cora 384 2,675 3,059 3,012
WebKB 355 1,874 2,229 2,247

Table 5: Summary of the vocabularies for the benchmark datasets before and after the preprocessing phase.

function models each per-pair binary variable re-
lated to links as a logistic regression (with hidden
covariates), parameterized by coefficients η and
intercept ν.

A.4 Computing Infrastructure
Experiments were run on three common computers
using CPUs. Models can be run with basic infras-
tructure. Two computers have 8GB of RAM and
the other has 16GB of RAM.


