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Abstract

Emotion recognition is a very well-attended
problem in Natural Language Processing
(NLP). Most of the existing works on emotion
recognition focus on the general domain and
in some cases to specific domains like fairy
tales, blogs, weather, Twitter etc. But emo-
tion analysis systems in the domains of secu-
rity, social issues, technology, politics, sports,
etc. are very rare. In this paper, we cre-
ate a benchmark setup for emotion recognition
in these specialised domains. First, we con-
struct a corpus of 18,921 tweets in English
annotated with Paul Ekman’s six basic emo-
tions (Anger, Disgust, Fear, Happiness, Sad-
ness, Surprise) and a non-emotive class Oth-
ers. Thereafter, we propose a deep neural
framework to perform emotion recognition in
an end-to-end setting. We build various mod-
els based on Convolutional Neural Network
(CNN), Bi-directional Long Short Term Mem-
ory (Bi-LSTM), Bi-directional Gated Recur-
rent Unit (Bi-GRU). We propose a Hierarchi-
cal Attention-based deep neural network for
Emotion Detection (HAtED). We also develop
multiple systems by considering different sets
of emotion classes for each system and report
the detailed comparative analysis of the results.
Experiments show the hierarchical attention-
based model achieves best results among the
considered baselines with accuracy of 69%.

1 Introduction

Online social media provides a platform for people
to share their perspectives on various issues with
their close ones or in the public forum. Twitter is
a very popular and heavily used platform among
the most social media users. The USA and India
are the 1st and 3rd leading countries based on num-
ber of twitter users as of July 20201. Twitter data

1https://www.statista.com/statistics/242606/number-of-
active-twitter-users-in-selected-countries/

serves as a rich source for text analysis tasks as this
type of data is not very long, yet very rich in emo-
tion content. This type of communication is free
from barriers of age, race, culture, gender, etc. In
recent times, understanding people’s opinion and
sentiment have been the need of the hour to meet
various purposes, such as real-time trending, better
customer service, winning elections, etc. Particu-
larly in Indian context, we often hear stories how
a single social-media post has changed the life of
an individual or an organization in a positive2 or
negative way.
Sentiment analysis or opinion mining deals with the
automatic identification and extraction of the un-
derlying subjective information from text. It is of-
ten synonymously described as ’polarity detection’
which is concerned with classifying an instance of
data as ’positive’, ’negative’ or ’neutral’. Contrary
to sentiment analysis, the emotional analysis relies
on a more fine-grained analysis of the subjectivity
information. It deals with the deeper analysis of hu-
man emotions and sensitivities. Emotion analysis
goes a step further into a person’s motives and im-
pulses. It gives valuable and exact insights that are
easily transformed into actions. It is usually based
on a wide spectrum of moods rather than a couple
of static categories. Inside positive sentiment, it
detects specific emotions like happiness, pride, sat-
isfaction, thankfulness or excitement, depending on
how it is configured. Similarly, negative sentiment
may span a variety of emotions like anger, sadness,
fear, hopelessness, blame, etc. Usually, sentiment
or emotion analysis works better on subjective texts
(texts having emotions or feelings) than objective
ones (statements or facts).
In this work, we focus on building a corpus of
emotion-annotated tweets from the relevant topics

2How social-media revived a helpless old couple running
an eatery ’baba ka dhaba’: https://www.instagram.
com/p/CGDAHGxlGTv/

https://www.instagram.com/p/CGDAHGxlGTv/
https://www.instagram.com/p/CGDAHGxlGTv/
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of interest of recent times (i.e. social issues, tech-
nology, cyber-security etc.) that are quite a buzz
among today’s online social platform users. Most
of the available corpora for emotion are from the
domains limited to blogs, weather, elections, fairy
tales and some more. There are some available
corpora in the general domain too, but they mostly
cover tweets from politics, world news, sports, etc.
At the present, hardly any corpora cover diverse do-
mains. We consider Paul Ekman’s (Ekman, 1992)
basic emotions (Anger, Disgust, Fear, Happiness,
Sadness, Surprise) for the emotion labelling task.
A non-emotive label Others is also introduced for
tweets which do not fall within the scope of Ek-
man’s basic emotions (Ekman, 1992).

For effective usage of the dataset, we develop
multiple single-task models for emotion classifi-
cation. We develop CNN, Bi-GRU and Bi-LSTM
based deep learning models for the emotion classi-
fication task. We propose a Bi-GRU based frame-
work with hierarchical attention (Yang et al., 2016)
mechanism to extract important information from
each sentence in a tweet effectively. We also de-
velop a couple of models on a sub-set of emotion
classes (4 classes and 6 classes) and perform a com-
parative analysis with the developed systems with
7 classes. The proposed hierarchical attention sys-
tem for 7 classes attains superior results than the
considered baselines with an overall test accuracy
of 69% for the emotion classification task.

The rest of the paper is organized as follows. In
section 2, we discuss some of the existing work
and corpora concerning emotion analysis. Various
aspects of resource creation, challenges and anal-
ysis are discussed in Section 3. Next, we discuss
the methodologies we implement in Section 4. In
Section 5, we discuss the implementation details,
results and qualitative error analysis. Finally, we
conclude in Section 6 and acknowledge the funding
agency for this work in Section 7.

2 Background

In the past decades, several annotated corpora have
been created for emotion recognition from texts.
Various annotation schemes were introduced to
serve the specific purpose for which the corpus
is created. (Scherer and Wallbott, 1994) collected
questionnaires answered by people with different
cultural backgrounds to form The International Sur-
vey on Emotion Antecedents and Reactions (ISEAR)
dataset. People reported on their emotional events.

The dataset contains a total of 7,665 sentences
from reports by approximately 3,000 respondents.
Sentences are annotated with single labels, chosen
from the set of following labels: joy, fear, anger,
sadness, disgust, shame, and guilt. The Affective
Text task (Strapparava and Mihalcea, 2007) in Se-
mEval 2007 was proposed to focus on the emo-
tion classification of news headlines extracted from
news web sites. Given a set of predefined six emo-
tion labels (Paul Ekman’s basic emotions (Ekman,
1992)), classify the titles with the appropriate emo-
tion label and/or with a valence indication (posi-
tive/negative). (Aman and Szpakowicz, 2007) pub-
lished a dataset of blog content consisting of 5,205
sentences from 173 blogs. Each instance is anno-
tated with an emotion label from Ekman’s basic
emotions (Ekman, 1992) and also with an intensity
score for that emotion. (Alm, 2008) researched
the text-based emotion prediction problem in the
literature domain. The author provided an anno-
tated corpus of 15,302 sentences from 176 stories
annotated from among the following seven emo-
tion classes (angry, disgusted, fearful, happy, sad,
positive surprise, and negative surprise).

Crowdflower’s dataset, The Emotion in Text3, is
a noisy single-labelled crowd-sourced annotated
corpus of tweets. It primarily follows Plutchik’s
8 basic emotions (Plutchik, 2001) in addition to
another 3 emotions (love, confusion and no emo-
tion). The Electoral-Tweets dataset, published by
(Mohammad et al., 2015), targets the domain of
elections (2012 US Presidential election). It con-
sists of over 100,000 crowdsourced responses to
two detailed online questionnaires (the questions
targeted emotions, purpose, and style in electoral
tweets). (Ghazi et al., 2015) published the Emotion-
Stimulus dataset to predict the cause of emotion
in the text. The dataset consists of 820 sentences
which are annotated both with emotions (one la-
bel per sentence) and their causes, and 1,549 sen-
tences which are marked only with their emotion.
Ekman’s basic emotions (Ekman, 1992) with an
added class Shame have been used for the annota-
tion. The Hashtag Emotion Corpus, also known as
Twitter Emotion Corpus (TEC), was published by
(Mohammad and Kiritchenko, 2015), and consists
of 21,051 tweets. This resource was created to un-
derstand if emotion-word hashtags can successfully
be used as emotion labels. Ekman’s basic emotions

3https://data.world/crowdflower/
sentiment-analysis-in-text

https://data.world/crowdflower/sentiment-analysis-in-text
https://data.world/crowdflower/sentiment-analysis-in-text
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(Ekman, 1992) have been considered for the anno-
tation process. Tweets were scraped that contained
hashtags in the form #emotion corresponding to Ek-
man’s (Ekman, 1992) 6 basic emotions (like #anger,
#disgust).

DailyDialogs is a dataset of dialogs published by
(Li et al., 2017) spanning over a variety of topics
and better structured than any social media data.
The SSEC corpus (Schuff et al., 2017) is an an-
notation of the SemEval 2016 Twitter stance and
sentiment corpus (Mohammad et al., 2017) with
Plutchik’s emotion labels (Plutchik, 2001). The
authors studied the relation between emotion anno-
tation and the other annotation layers like stance
and sentiment. The EmoInt dataset published by
(Mohammad and Bravo-Marquez, 2017) for evalu-
ation of the WASAA-2017 Shared Task of Emotion
Intensity (EmoInt) contains 7,097 tweets annotated
with a pair of emotion tag and intensity score of
the corresponding emotion. The annotation was
done via crowdsourcing with primarily (but not
limited to) one among the following 4 emotions
anger, joy, sadness, and fear and their respective
intensity score ranging between 0 to 1. The Affect
in Tweets Dataset of the SemEval 2018 Task 1 (Mo-
hammad et al., 2018) was introduced to determine
the intensity of both emotion and sentiment as well
as multi-label emotion classification of tweets.

Recent works have shown the effectiveness of
multi-task systems by learning several correlated
tasks simultaneously (Akhtar et al., 2019; Ma-
jumder et al., 2019; Akhtar et al., 2020).

3 Corpus Creation

In this section we briefly describe the data creation
process starting from the collection, pre-processing,
annotation and inter-annotator reliability.

3.1 Data Collection
We use the Twython 4 python library (wrapper)
to extract tweets from Twitter’s Standard search
API 5. Tweets were extracted using certain domain-
specific keywords (terror, cyber-security, technol-
ogy) and their combinations between the time in-
terval January 2018 and August 2019. Several hun-
dred thousand tweets were collected initially. This
was filtered using various lexicons to increase the
coverage of the affect oriented tweets. Irrelevant

4https://pypi.org/project/twython/
5https://developer.twitter.com/en/

docs/tweets/search/api-reference/
get-search-tweets

(questions, requests, poems) and code-mixed in-
stances were removed. Before using the corpus
for our experiments, we perform some basic pre-
processing to remove noise from the data (remov-
ing URLs 6, mentions, non-ASCII characters, punc-
tuations except ’.’, ’!’ and ’?’, conversion to lower-
case, etc). Smileys are replaced by their meanings
(for example: :-( as sad, <3 as Love). Frequently
used contractions are replaced by their full versions
(for example: can’t as cannot, he’s as he is). Each
tweet is sentence tokenized considering ’.’, ’!’ and
’?’ as the sentence delimiters.

3.2 Data Annotation
The entire dataset is manually annotated by three
annotators with the single-labelling scheme at the
document level, that is, a tweet can have at most
one emotion label. Some pre-annotated instances
from each category of emotion were prepared to
be shared with the annotators to facilitate the an-
notation process. Here, we use Ekman’s (Ekman,
1992) basic emotions that have been widely used
among several emotion classification tasks so far.
In addition to these 6 basic emotions (Anger, Dis-
gust, Fear, Joy, Sadness, Surprise), we introduce a
non-emotive class Others to mark those instances
that do not fall in the above emotion categories. A
few annotation samples are shown in Table 1.

3.3 Inter-Annotator Agreement
We measure the agreement among different annota-
tors using Cohen’s Kappa Statistic (Cohen, 1960)
for the emotion task. The average agreement at-
tained over the entire dataset was 0.74 which indi-
cates that the annotations are of fair quality. High-
est individual agreement attained was for the class
Joy (0.87) followed by Others (0.83). Lowest at-
tained agreement score (0.62) was for the Surprise
class. This may be attributed to two reasons: the
very low number of instances in the surprise class
and the presence of both positive and negative types
of surprise instances.

3.4 Corpus Analysis
Looking into the content of the corpus, we observe
that certain words frequently occur in instances
across all the emotion classes. For understand-
ing the role of a certain entity (or event) as a
contributing factor towards generating a particu-
lar kind of emotion, we observe some frequently

6We use Beautifulsoup to remove URLs:
https://pypi.org/project/beautifulsoup4/

https://pypi.org/project/twython/
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
https://developer.twitter.com/en/docs/tweets/search/api-reference/get-search-tweets
https://pypi.org/project/beautifulsoup4/
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Actual tweet Emotion

Tropical Cyclone Mona to Hit Fiji Islands on Saturday January 5,

2019 https://t.co/nwknedBFba Others

@congressdotgov Louis Farrakhan promotes terrorism and racism. Why

doesn’t anyone talk about him calling white people Satan? Anger

@WillieHarveyJr @CycloneFB Thanks for being a CYCLONE!!!

Honored to have you! Joy

Crime will not go WAY DOWN because of a border wall, sir. There is

crime from US CITIZENS EVERYDAY. https://t.co/HOg4EfEfnP Sadness

Table 1: Samples of annotated tweets from our dataset

occurring words (like terrorism, technology, crime,
etc.) and their frequencies of occurrences among
all the emotion classes. It is found that although
some words tend to occur across all the emotion
classes, their frequencies of distribution differ con-
siderably based on the type of word and the nature
of the emotion. Words like terrorism, weapons oc-
cur more frequently in classes like anger, disgust,
fear than in joy, sadness, others classes. The anno-
tated dataset has a very highly skewed distribution
of instances over the 7 classes that we consider.
There are four severely under-represented classes,
namely (disgust, fear, sadness and surprise) and
one over-represented class (others).

4 Methodologies

We develop various deep learning-based multi-task
models for automatic detection of emotion and
its intensity. As base learning techniques, we
use Convolution Neural Network (CNN) (Kim,
2014), Long Short Term Memory (LSTM) network
(Hochreiter and Schmidhuber, 1997) and Gated Re-
current Unit (GRU) network (Cho et al., 2014). We
build three separate multi-task models (CNN based,
Bi-GRU based and Bi-LSTM based) on top of
pre-trained word embedding (GloVe 7 (Pennington
et al., 2014)). The embedding layer is initialized
with the pre-trained weights and is learned during
the training in accordance with our dataset. We em-
ploy word attention (Bahdanau et al., 2014) mech-
anism to focus on the informative words in a doc-
ument (tweet) and obtain an aggregated represen-
tation(document vector) which is passed through
two fully-connected layers (100 neurons in each

7http://nlp.stanford.edu/data/
wordvecs/glove.840B.300d.zip

layer) and an output layer (with 7 neurons, one for
each class) with Softmax activation. We use the
categorical cross-entropy as the loss function.

4.1 Convolution Neural Network (CNN)

In the past few years, CNN has produced some
break-through results in various NLP tasks. CNN
relies heavily upon two operations for extract-
ing features: convolution (produce feature maps)
and pooling (dimension reduction). (Kim, 2014);
(Akhtar et al., 2016); (Singhal and Bhattacharyya,
2016) have used CNN in different sentiment anal-
ysis tasks. Our CNN based classification system
employs 3 convolution layers in parallel with 100
filters of sizes 2, 3 and 4 respectively. The output
of the layers is added (merged) to produce a single
output of the same shape as the individual layer’s
output. Max pooling operation (poolsize = 2) is
performed on the convoluted output which is fur-
ther passed through an attention layer (Bahdanau
et al., 2014) to get an aggregated representation
(document vector) of the informative words in a
document (tweet). Lastly, the output from the at-
tention layer is passed through two fully connected
layers (with 100 neurons in each layer) with ReLu
activation (Glorot et al., 2011) and an output layer
(with 15 neurons, one for each class) with Softmax
activation.

4.2 Bidirectional Long Short Term Memory
Network (Bi-LSTM)

LSTMs (Hochreiter and Schmidhuber, 1997) are
well known for their ability to preserve long term
dependencies in the text, thus eliminating the van-
ishing gradient problem. LSTM employs 3 gates
(forget, input and output) for regulating the amount

http://nlp.stanford.edu/data/wordvecs/glove.840B.300d.zip
http://nlp.stanford.edu/data/wordvecs/glove.840B.300d.zip
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of information it wants to retain in its cell state
(memory). Bi-LSTMs have shown promising re-
sults for several applications. Bi-LSTMs run the
inputs in both forward and backward passes (pos-
itive time direction and negative time direction)
generating two hidden states which, when com-
bined, preserve information from both past and fu-
ture. We use a Bi-LSTM layer having 256 neurons
with Tanh recurrent-activation and 25% dropout
and recurrent-dropout. The encoded representa-
tion from the Bi-LSTM layer is passed through
the word attention (Bahdanau et al., 2014) layer
which is further passed through 2 fully connected
layers (with 100 neurons in each layer) with ReLu
activation (Glorot et al., 2011) and an output layer
(with 7 neurons, one for each class) with Softmax
activation.

4.3 Bidirectional Gated Recurrent Unit
(Bi-GRU)

Unlike LSTMs where 3 gates are involved, GRUs
has 2 gates (update and reset gate) to control the
amount of information it wants to retain, making it
simpler and faster internally than LSTMs. Bidirec-
tional GRUs takes into account the use of informa-
tion from both the past time steps and future time
steps to make decisions about the present state. Un-
like LSTMs, GRUs (Cho et al., 2014) do not have
any explicit cell state (memory) but still handle the
vanishing gradient problem and learn long-term de-
pendencies by the help of its gates mechanism. We
use a Bidirectional GRU layer having 256 neurons.
Word attention (Bahdanau et al., 2014) is applied
on the encoded output (from the GRU layer) which
is further passed through 2 fully connected layers
(with 100 neurons in each layer) with ReLu ac-
tivation (Glorot et al., 2011) and an output layer
(with 7 neurons, one for each class) with Softmax
activation.

4.4 Hierarchical Attention Based Deep
Neural Framework for Emotion
Detection (HAtED)

In recent works, Hierarchical attention (Bahdanau
et al., 2014) based deep learning systems have
gained popularity because of their good and con-
sistent performance in various classification tasks
when compared to the existing state-of-the-art tech-
niques. In this work, we try to exploit the advan-
tages of such an approach to improve upon our
attention mechanism by focusing on words (at the
sentence level) as well as sentences (at document

level).
HAtED focuses on each sentence in a tweet in-

dividually resulting in sentence vectors which are
further attended upon to produce a document vector.
The intuition is to focus upon important words in a
sentence as well as important sentences in a docu-
ment (tweet) for a particular emotion. For encoding
of the sentences, we leverage Bi-GRU (256 neu-
rons) based word encoder. Without making major
changes to the basic architecture of the hierarchical
attention framework as in the original work (Yang
et al., 2016), we tweaked the last few layers to
solve our objective. We pass the document vector
through a dense layer (100 neurons with ReLU ac-
tivation) followed by an output layer (7 neurons
with Softmax activation). We use categorical cross-
entropy loss function for the classification task.

Besides HAtED, we also develop two separate
Hierarchical Attention-based models considering
various sets of emotion classes. They are as fol-
lows:

• HAtED4-C: We develop HAtED4-C follow-
ing the same architecture as HAtED but con-
sidering a sub-set of the 7 classes as consid-
ered in HAtED. We take motivation from the
WASSA-2017 shared task (Mohammad and
Bravo-Marquez, 2017) on Emotion Intensity
and consider instances from the following 4
emotion classes in our dataset: Anger, Fear,
Joy, Sadness. Leaving out two of the severely
under-represented classes to build HAtED4-C

helps us to get a better approximation of the
effectiveness of our proposed approach as the
negative impact of having unbalanced dataset
is considerably reduced.

• HAtED6-C: In this setting, we do not con-
sider the Others class and train our model on
Ekman’s 6 Basic Emotion Classes (Ekman,
1992) which are as follows Anger, Disgust,
Fear, Joy, Sadness, Surprise. Overall archi-
tecture is similar to that of HEtED with only
change being the number of neurons in the
output layer (6 neurons).

All the models described in section 4 are trained
and tuned independently. Training of models is
done through backpropagation using the Adam op-
timizer (Kingma and Ba, 2014). We employ 25%
Dropout (Srivastava et al., 2014) in all the fully
connected layers to prevent over-fitting.
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Emotion Train Test Val Total
Anger 2475 688 275 3438

Disgust 865 241 97 1207
Fear 445 123 49 617
Joy 2911 809 323 4043

Sadness 647 180 72 899
Surprise 242 67 27 336
Others 6033 1677 671 8381

Table 3: Distribution of instances over respective emo-
tion classes.

5 Experiments

5.1 Experimental Settings

Dataset: For our experiments, we split our curated
dataset into three parts: train, validation and test
sets in a 70:20:10 ratio, respectively. As mentioned
earlier, the dataset is highly skewed with several
under-represented classes (disgust, fear, sadness,
surprise). The data distribution over the various
emotion classes is shown in Table 3.

Implementation: We use the Python-based
libraries Keras and Scikit-learn for the implemen-
tation. We use 300-dimension GloVe (Pennington
et al., 2014) pre-trained embeddings to initialize
the embedding layer in our models which are
further learned during training on our data to
obtain emotion-enriched word representations.
First, we develop three basic deep-learning models
(CNN, Bi-GRU and Bi-LSTM) which have been
extensively used in various classification tasks on
textual data. Considering these models as baselines,

we build three hierarchical attention based Bi-GRU
systems for the emotion classification task. Two of
these three systems are built for 4 (HAtED4-C) and
6 (HAtED6-C) emotion classes, respectively. The
third one (HAtED) is a hierarchical attention based
emotion detection system for 7 classes.

Evaluation metrics: As our dataset is unbal-
anced, we consider the macro-average measure of
precision (P), recall (R) and F1-scores as our evalu-
ating metrics for the emotion detection task. In this
case, we also compute the overall test accuracy.

5.2 Results and discussion

Table 2 and table 4 show the per-class precision,
recall, F1-score and accuracy values for all the im-
plemented models. Scores for classes with fewer
instances (Disgust, Fear, Sadness, Surprise) are not
at par with that of the better-represented classes
with (Anger, Joy, Others). The 4-class model
(HAtED4-C) achieves better scores compared to
its 6-class (HAtED6-C) and 7-class (HAtED) vari-
ants for those classes. This may be attributed to the
lower degree variance in data because of the smaller
number of classes. The hierarchical attention-based
systems outperformed the base learning systems
(i.e. CNN, Bi-GRU and Bi-LSTM) in terms of the
various metrics considered. Overall performance
of the models on the test set is shown in Table 5.
We compare and evaluate the performance of those
systems which are built on 7-classes (i.e. CNN, Bi-
GRU, Bi-LSTM and HAtED). HAtED outperforms
the other models (for 7 classes) with a test accuracy
of 69% and macro-average F1-score of 0.46. Per-
formance of CNN is better than the HAtED model
in terms of precision. Results of the HAtED4-C and

CNN Bi-LSTM Bi-GRU
Emotion P R F1 A P R F1 A P R F1 A

Anger 0.55 0.69 0.61 0.69 0.45 0.75 0.59 0.75 0.56 0.66 0.61 0.66
Disgust 0.29 0.01 0.02 0.01 0.60 0.01 0.03 0.01 0.26 0.16 0.20 0.16

Fear 0.75 0.03 0.05 0.03 0.64 0.06 0.11 0.06 0.41 0.17 0.24 0.17
Joy 0.80 0.75 0.77 0.75 0.79 0.79 0.79 0.79 0.79 0.78 0.79 0.78

Sadness 0.27 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.31 0.11 0.16 0.11
Surprise 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Others 0.67 0.84 0.75 0.84 0.71 0.80 0.75 0.80 0.71 0.82 0.76 0.82

Table 2: Per-class Precision (P), Recall (R), F1-score (F1) and Accuracy (A) values for the CNN, Bi-LSTM and
Bi-GRU models
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HAtED4-C HAtED6-C HAtED
Emotion P R F1 A P R F1 A P R F1 A

Anger 0.81 0.85 0.83 0.85 0.64 0.87 0.74 0.87 0.66 0.78 0.71 0.78
Disgust - - - - 0.42 0.15 0.22 0.15 0.35 0.28 0.31 0.28

Fear 0.44 0.38 0.41 0.38 0.57 0.39 0.46 0.39 0.38 0.15 0.22 0.15
Joy 0.88 0.91 0.90 0.91 0.89 0.89 0.89 0.89 0.78 0.81 0.79 0.81

Sadness 0.62 0.45 0.52 0.45 0.44 0.49 0.46 0.49 0.32 0.11 0.11 0.11
Surprise - - - - 0.25 0.01 0.03 0.01 0.00 0.00 0.00 0.00
Others - - - - - - - - 0.73 0.79 0.76 0.79

Table 4: Per-class Precision (P), Recall (R), F1-score (F1) and Accuracy (A) values for the Hierarchical attention
based Bi-GRU systems. ’-’ indicates no score corresponding to a particular metric for a specific emotion class as
that particular system do not consider that emotion class during training.

HAtED6-C models show that less variance in data
(fewer number of classes) enhances the decisive
power of the models for the classes it is built upon.

We observe from 5 that when we consider a
fewer number of classes during training our sys-
tem (HAtED4-C), reducing the negative impact of
severely under-represented classes (disgust, sur-
prise), the scores for all the metrics improves re-
markably when compared to HAtED. The scores
from the HAtED6-C model shows that leaving out
the Others class has also resulted in improving the
scores of HAtED system. In other words, the intro-
duction of Others class leads to an increase in mis-
classifications by the HAtED system. This effect
is quite similar to the situation of having Neutral
class in training for a Sentiment classification task
which eventually leads to performance degradation
of the sentiment classifier.

5.3 Qualitative Analysis
We perform a detailed qualitative analysis of the
results from the models that we developed. Table
6 (correct classifications) and Table 7 (incorrect
classifications) show some samples of predictions
by the HAtED model. Indeed, implicit tweets (i.e.
instances not having any explicit mention of affect
information) are the major sources of errors. For
example:

• Tweet: @Ru NRD Truueee. They said they
got involved to fight terrorism and ISIS but
we all know why they are really involved.
Actual: Disgust; Predicted: Joy.

Tweets having multiple emotions (say, anger as
well as disgust) seems to hinder the models’ overall
performance.

Models P R F1 Acc.
(Considering 7 classes)

Baselines
CNN 0.47 0.33 0.32 0.66

Bi-GRU 0.43 0.38 0.39 0.67
Bi-LSTM 0.46 0.34 0.32 0.67

Proposed
HAtED 0.46 0.46 0.46 0.69

Considering 4 classes
HAtED4-C 0.68 0.64 0.66 0.81

Considering 6 classes)
HAtED6-C 0.53 0.46 0.46 0.71

Table 5: macro-average Precision, Recall, F1-score val-
ues and Accuracy scores on the test set are shown in the
table. Values in bold signify the best attained scores for
the respective metrics among the 7-class models.

• Tweet: @nimish4fk @RatanSharda55
@kushal mehra @vivekagnihotri Why are
you surprised? Congress is the power that
created naxalism in india and used it to grab
and retain power.
Actual: Disgust; Predicted: Anger.

It is observed that certain instances from joy and
others class are misclassified as belonging to some
negative emotion class. This is primarily due to the
presence of word(s), in such instances, which have
mostly occurred in negative contexts in the overall
dataset.

6 Conclusion

In this work, we have proposed a benchmark
deep learning setup for emotion detection. The
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Tweet Act Emo Pred Emo

’Criminals are evolving their social engineering tactics in an

attempt to trick even the most savvy individuals Stay alert Anger Anger

to the latest scam strategies to avoid becoming a victim’

’Cyclone Penny re-forms and could still about face toward

Queensland coast’ Fear Fear

’DrumFit is a fun way to blend technology and physical education

at Bear Bytes Tech Expo’ Joy Joy

’#Cyberattacks Skyrocketed in 2018. Are You Ready for 2019?

Meet the premier #cyber industry at #ISDEF2019! Others Others

https://t.co/KUghSb2foD’

Table 6: Samples of correct predictions from the HAtED model. Act Emo and Pred Emo means Actual Emotion
and Predicted Emotion respectively.

Tweet Act Emo Pred Emo

’For those who are thinking Casteism doesn’t exist and saying

don’t divide Hindus Wake up, u were already divided by the Anger Disgust

Varna system made by Upper caste’

’When your college finally gets a MS cyber security program!!!’ Joy Others

’Schools Volcano Explosion Experiment Goes Horrifically

Wrong In India’ Fear Disgust

’I still remember when Arsenal lost 4-0 to Chelsea on my

birthday. Terrorism.’ Sadness Anger

Table 7: Samples of incorrect predictions from the HAtED model.

corpus introduced in this work has been built
from diverse domains of tweets carrying various
emotions. We have built baseline models with
CNN, Bi-GRU and Bi-LSTM. The performance
of the Bi-GRU variant has improved significantly
when we leveraged the effectiveness of hierarchical
attention mechanism in HAtED. Comparison of
results has demonstrated that the HAtED model
outperforms the baselines by a fair margin (69%
test accuracy on the emotion classification task)
showing the efficacy of our approach.

Scarcity of instances in some emotion classes have
resulted in low per-class performances for those
classes showing the scope of improvement for
our proposed system. We intend to extend the
dataset with the goal to get a balanced distribution
of instances over all the classes. We would also

like to address the present problem in a multi-label
multi-class setting since it was observed that a
considerable amount of tweets have shown the
presence of more than one emotion. With the
intuition that sentiment may play a positive role
in assisting the emotion classification task, we
are eager to build a parallel multi-task system for
automatic emotion (primary task) and sentiment
detection (secondary task).
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