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Abstract
We present PhoBERT with two versions—
PhoBERTbase and PhoBERTlarge—the first
public large-scale monolingual language mod-
els pre-trained for Vietnamese. Experimental
results show that PhoBERT consistently out-
performs the recent best pre-trained multilin-
gual model XLM-R (Conneau et al., 2020)
and improves the state-of-the-art in multi-
ple Vietnamese-specific NLP tasks includ-
ing Part-of-speech tagging, Dependency pars-
ing, Named-entity recognition and Natural lan-
guage inference. We release PhoBERT to fa-
cilitate future research and downstream appli-
cations for Vietnamese NLP. Our PhoBERT
models are available at: https://github.
com/VinAIResearch/PhoBERT.

1 Introduction

Pre-trained language models, especially BERT
(Devlin et al., 2019)—the Bidirectional Encoder
Representations from Transformers (Vaswani
et al., 2017), have recently become extremely pop-
ular and helped to produce significant improve-
ment gains for various NLP tasks. The success
of pre-trained BERT and its variants has largely
been limited to the English language. For other
languages, one could retrain a language-specific
model using the BERT architecture (Cui et al.,
2019; de Vries et al., 2019; Vu et al., 2019; Martin
et al., 2020) or employ existing pre-trained mul-
tilingual BERT-based models (Devlin et al., 2019;
Conneau and Lample, 2019; Conneau et al., 2020).

In terms of Vietnamese language modeling, to
the best of our knowledge, there are two main con-
cerns as follows:

• The Vietnamese Wikipedia corpus is the only
data used to train monolingual language models
(Vu et al., 2019), and it also is the only Viet-
namese dataset which is included in the pre-
training data used by all multilingual language
∗Work done during internship at VinAI Research.

models except XLM-R. It is worth noting that
Wikipedia data is not representative of a general
language use, and the Vietnamese Wikipedia
data is relatively small (1GB in size uncom-
pressed), while pre-trained language models can
be significantly improved by using more pre-
training data (Liu et al., 2019).

• All publicly released monolingual and multi-
lingual BERT-based language models are not
aware of the difference between Vietnamese syl-
lables and word tokens. This ambiguity comes
from the fact that the white space is also
used to separate syllables that constitute words
when written in Vietnamese.1 For example, a
6-syllable written text “Tôi là một nghiên cứu
viên” (I am a researcher) forms 4 words “TôiI
làam mộta nghiên_cứu_viênresearcher”.
Without doing a pre-process step of Vietnamese
word segmentation, those models directly apply
Byte-Pair encoding (BPE) methods (Sennrich
et al., 2016; Kudo and Richardson, 2018) to the
syllable-level Vietnamese pre-training data.2 In-
tuitively, for word-level Vietnamese NLP tasks,
those models pre-trained on syllable-level data
might not perform as good as language models
pre-trained on word-level data.

To handle the two concerns above, we train the
first large-scale monolingual BERT-based “base”
and “large” models using a 20GB word-level Viet-
namese corpus. We evaluate our models on four
downstream Vietnamese NLP tasks: the common
word-level ones of Part-of-speech (POS) tagging,
Dependency parsing and Named-entity recogni-

1Thang et al. (2008) show that 85% of Vietnamese word
types are composed of at least two syllables.

2Although performing word segmentation before apply-
ing BPE on the Vietnamese Wikipedia corpus, ETNLP (Vu
et al., 2019) in fact does not publicly release any pre-trained
BERT-based language model (https://github.com/
vietnlp/etnlp). In particular, Vu et al. (2019) release a
set of 15K BERT-based word embeddings specialized only
for the Vietnamese NER task.

https://github.com/VinAIResearch/PhoBERT
https://github.com/VinAIResearch/PhoBERT
https://github.com/vietnlp/etnlp
https://github.com/vietnlp/etnlp
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tion (NER), and a language understanding task of
Natural language inference (NLI) which can be
formulated as either a syllable- or word-level task.
Experimental results show that our models obtain
state-of-the-art (SOTA) results on all these tasks.
Our contributions are summarized as follows:

• We present the first large-scale monolingual
language models pre-trained for Vietnamese.

• Our models help produce SOTA performances
on four downstream tasks of POS tagging, De-
pendency parsing, NER and NLI, thus show-
ing the effectiveness of large-scale BERT-based
monolingual language models for Vietnamese.

• To the best of our knowledge, we also perform
the first set of experiments to compare monolin-
gual language models with the recent best multi-
lingual model XLM-R in multiple (i.e. four) dif-
ferent language-specific tasks. The experiments
show that our models outperform XLM-R on all
these tasks, thus convincingly confirming that
dedicated language-specific models still outper-
form multilingual ones.

• We publicly release our models under the name
PhoBERT which can be used with fairseq
(Ott et al., 2019) and transformers (Wolf
et al., 2019). We hope that PhoBERT can serve
as a strong baseline for future Vietnamese NLP
research and applications.

2 PhoBERT

This section outlines the architecture and de-
scribes the pre-training data and optimization
setup that we use for PhoBERT.

Architecture: Our PhoBERT has two versions,
PhoBERTbase and PhoBERTlarge, using the same
architectures of BERTbase and BERTlarge, respec-
tively. PhoBERT pre-training approach is based on
RoBERTa (Liu et al., 2019) which optimizes the
BERT pre-training procedure for more robust per-
formance.

Pre-training data: To handle the first con-
cern mentioned in Section 1, we use a 20GB
pre-training dataset of uncompressed texts. This
dataset is a concatenation of two corpora: (i)
the first one is the Vietnamese Wikipedia corpus
(∼1GB), and (ii) the second corpus (∼19GB) is
generated by removing similar articles and dupli-
cation from a 50GB Vietnamese news corpus.3 To

3https://github.com/binhvq/news-corpus,
crawled from a wide range of news websites and topics.

Task #training #valid #test
POS tagging† 27,000 870 2,120
Dep. parsing† 8,977 200 1,020
NER† 14,861 2,000 2,831
NLI‡ 392,702 2,490 5,010

Table 1: Statistics of the downstream task datasets.
“#training”, “#valid” and “#test” denote the size of the
training, validation and test sets, respectively. † and ‡
refer to the dataset size as the numbers of sentences
and sentence pairs, respectively.

solve the second concern, we employ RDRSeg-
menter (Nguyen et al., 2018) from VnCoreNLP
(Vu et al., 2018) to perform word and sentence
segmentation on the pre-training dataset, resulting
in ∼145M word-segmented sentences (∼3B word
tokens). Different from RoBERTa, we then apply
fastBPE (Sennrich et al., 2016) to segment these
sentences with subword units, using a vocabulary
of 64K subword types. On average there are 24.4
subword tokens per sentence.

Optimization: We employ the RoBERTa imple-
mentation in fairseq (Ott et al., 2019). We set
a maximum length at 256 subword tokens, thus
generating 145M × 24.4 / 256 ≈ 13.8M sentence
blocks. Following Liu et al. (2019), we optimize
the models using Adam (Kingma and Ba, 2014).
We use a batch size of 1024 across 4 V100 GPUs
(16GB each) and a peak learning rate of 0.0004 for
PhoBERTbase, and a batch size of 512 and a peak
learning rate of 0.0002 for PhoBERTlarge. We run
for 40 epochs (here, the learning rate is warmed
up for 2 epochs), thus resulting in 13.8M × 40
/ 1024 ≈ 540K training steps for PhoBERTbase
and 1.08M training steps for PhoBERTlarge. We
pre-train PhoBERTbase during 3 weeks, and then
PhoBERTlarge during 5 weeks.

3 Experimental setup

We evaluate the performance of PhoBERT on four
downstream Vietnamese NLP tasks: POS tagging,
Dependency parsing, NER and NLI.

Downstream task datasets
Table 1 presents the statistics of the experimental
datasets that we employ for downstream task eval-
uation. For POS tagging, Dependency parsing and
NER, we follow the VnCoreNLP setup (Vu et al.,
2018), using standard benchmarks of the VLSP
2013 POS tagging dataset,4 the VnDT dependency

4https://vlsp.org.vn/vlsp2013/eval

https://github.com/binhvq/news-corpus
https://vlsp.org.vn/vlsp2013/eval
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POS tagging (word-level) Dependency parsing (word-level)
Model Acc. Model LAS / UAS
RDRPOSTagger (Nguyen et al., 2014a) [♣] 95.1 _ _
BiLSTM-CNN-CRF (Ma and Hovy, 2016) [♣] 95.4 VnCoreNLP-DEP (Vu et al., 2018) [F] 71.38 / 77.35
VnCoreNLP-POS (Nguyen et al., 2017) [♣] 95.9 jPTDP-v2 [F] 73.12 / 79.63
jPTDP-v2 (Nguyen and Verspoor, 2018) [F] 95.7 jointWPD [F] 73.90 / 80.12
jointWPD (Nguyen, 2019) [F] 96.0 Biaffine (Dozat and Manning, 2017) [F] 74.99 / 81.19
XLM-Rbase (our result) 96.2 Biaffine w/ XLM-Rbase (our result) 76.46 / 83.10
XLM-Rlarge (our result) 96.3 Biaffine w/ XLM-Rlarge (our result) 75.87 / 82.70
PhoBERTbase 96.7 Biaffine w/ PhoBERTbase 78.77 / 85.22
PhoBERTlarge 96.8 Biaffine w/ PhoBERTlarge 77.85 / 84.32

Table 2: Performance scores (in %) on the POS tagging and Dependency parsing test sets. “Acc.”, “LAS” and
“UAS” abbreviate the Accuracy, the Labeled Attachment Score and the Unlabeled Attachment Score, respectively
(here, all these evaluation metrics are computed on all word tokens, including punctuation). [♣] and [F] denote
results reported by Nguyen et al. (2017) and Nguyen (2019), respectively.

treebank v1.1 (Nguyen et al., 2014b) with POS
tags predicted by VnCoreNLP and the VLSP 2016
NER dataset (Nguyen et al., 2019a).

For NLI, we use the manually-constructed Viet-
namese validation and test sets from the cross-
lingual NLI (XNLI) corpus v1.0 (Conneau et al.,
2018) where the Vietnamese training set is re-
leased as a machine-translated version of the cor-
responding English training set (Williams et al.,
2018). Unlike the POS tagging, Dependency pars-
ing and NER datasets which provide the gold word
segmentation, for NLI, we employ RDRSegmenter
to segment the text into words before applying
BPE to produce subwords from word tokens.

Fine-tuning
Following Devlin et al. (2019), for POS tagging
and NER, we append a linear prediction layer
on top of the PhoBERT architecture (i.e. to the
last Transformer layer of PhoBERT) w.r.t. the first
subword of each word token.5 For dependency
parsing, following Nguyen (2019), we employ a
reimplementation of the state-of-the-art Biaffine
dependency parser (Dozat and Manning, 2017)
from Ma et al. (2018) with default optimal hyper-
parameters. We then extend this parser by replac-
ing the pre-trained word embedding of each word
in an input sentence by the corresponding contex-
tualized embedding (from the last layer) computed
for the first subword token of the word.

For POS tagging, NER and NLI, we employ
transformers (Wolf et al., 2019) to fine-tune
PhoBERT for each task and each dataset indepen-
dently. We use AdamW (Loshchilov and Hutter,

5In our preliminary experiments, using the average of con-
textualized embeddings of subword tokens of each word to
represent the word produces slightly lower performance than
using the contextualized embedding of the first subword.

2019) with a fixed learning rate of 1.e-5 and a
batch size of 32 (Liu et al., 2019). We fine-tune in
30 training epochs, evaluate the task performance
after each epoch on the validation set (here, early
stopping is applied when there is no improvement
after 5 continuous epochs), and then select the best
model checkpoint to report the final result on the
test set (note that each of our scores is an average
over 5 runs with different random seeds).

4 Experimental results

Main results
Tables 2 and 3 compare PhoBERT scores with the
previous highest reported results, using the same
experimental setup. It is clear that our PhoBERT
helps produce new SOTA performance results for
all four downstream tasks.

For POS tagging, the neural model jointWPD
for joint POS tagging and dependency pars-
ing (Nguyen, 2019) and the feature-based model
VnCoreNLP-POS (Nguyen et al., 2017) are the
two previous SOTA models, obtaining accuracies
at about 96.0%. PhoBERT obtains 0.8% absolute
higher accuracy than these two models.

For Dependency parsing, the previous highest
parsing scores LAS and UAS are obtained by the
Biaffine parser at 75.0% and 81.2%, respectively.
PhoBERT helps boost the Biaffine parser with
about 4% absolute improvement, achieving a LAS
at 78.8% and a UAS at 85.2%.

For NER, PhoBERTlarge produces 1.1 points
higher F1 than PhoBERTbase. In addition,
PhoBERTbase obtains 2+ points higher than the
previous SOTA feature- and neural network-based
models VnCoreNLP-NER (Vu et al., 2018) and
BiLSTM-CNN-CRF (Ma and Hovy, 2016) which
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NER (word-level) NLI (syllable- or word-level)
Model F1 Model Acc.
BiLSTM-CNN-CRF [�] 88.3 _ _
VnCoreNLP-NER (Vu et al., 2018) [�] 88.6 BiLSTM-max (Conneau et al., 2018) 66.4
VNER (Nguyen et al., 2019b) 89.6 mBiLSTM (Artetxe and Schwenk, 2019) 72.0
BiLSTM-CNN-CRF + ETNLP [♠] 91.1 multilingual BERT (Devlin et al., 2019) [�] 69.5
VnCoreNLP-NER + ETNLP [♠] 91.3 XLMMLM+TLM (Conneau and Lample, 2019) 76.6
XLM-Rbase (our result) 92.0 XLM-Rbase (Conneau et al., 2020) 75.4
XLM-Rlarge (our result) 92.8 XLM-Rlarge (Conneau et al., 2020) 79.7
PhoBERTbase 93.6 PhoBERTbase 78.5
PhoBERTlarge 94.7 PhoBERTlarge 80.0

Table 3: Performance scores (in %) on the NER and NLI test sets. [�], [♠] and [�] denote results reported by
Vu et al. (2018), Vu et al. (2019) and Wu and Dredze (2019), respectively. Note that there are higher Vietnamese
NLI results reported for XLM-R when fine-tuning on the concatenation of all 15 training datasets from the XNLI
corpus (i.e. TRANSLATE-TRAIN-ALL: 79.5% for XLM-Rbase and 83.4% XLM-Rlarge). However, those results
might not be comparable as we only use the monolingual Vietnamese training data for fine-tuning.

are trained with the set of 15K BERT-based
ETNLP word embeddings (Vu et al., 2019).

For NLI, PhoBERT outperforms the multilin-
gual BERT (Devlin et al., 2019) and the BERT-
based cross-lingual model with a new transla-
tion language modeling objective XLMMLM+TLM
(Conneau and Lample, 2019) by large margins.
PhoBERT also performs better than the recent
best pre-trained multilingual model XLM-R but
using far fewer parameters than XLM-R: 135M
(PhoBERTbase) vs. 250M (XLM-Rbase); 370M
(PhoBERTlarge) vs. 560M (XLM-Rlarge).

Discussion
We find that PhoBERTlarge achieves 0.9% lower
dependency parsing scores than PhoBERTbase.
One possible reason is that the last Transformer
layer in the BERT architecture might not be the
optimal one which encodes the richest informa-
tion of syntactic structures (Hewitt and Manning,
2019; Jawahar et al., 2019). Future work will
study which PhoBERT’s Transformer layer con-
tains richer syntactic information by evaluating the
Vietnamese parsing performance from each layer.

Using more pre-training data can significantly
improve the quality of the pre-trained language
models (Liu et al., 2019). Thus it is not surprising
that PhoBERT helps produce better performance
than ETNLP on NER, and the multilingual BERT
and XLMMLM+TLM on NLI (here, PhoBERT uses
20GB of Vietnamese texts while those models em-
ploy the 1GB Vietnamese Wikipedia corpus).

Following the fine-tuning approach that we use
for PhoBERT, we carefully fine-tune XLM-R for
the remaining Vietnamese POS tagging, Depen-

dency parsing and NER tasks (here, it is applied
to the first sub-syllable token of the first sylla-
ble of each word).6 Tables 2 and 3 show that
our PhoBERT also does better than XLM-R on
these three word-level tasks. It is worth noting that
XLM-R uses a 2.5TB pre-training corpus which
contains 137GB of Vietnamese texts (i.e. about
137 / 20 ≈ 7 times bigger than our pre-training
corpus). Recall that PhoBERT performs Viet-
namese word segmentation to segment syllable-
level sentences into word tokens before applying
BPE to segment the word-segmented sentences
into subword units, while XLM-R directly ap-
plies BPE to the syllable-level Vietnamese pre-
training sentences. This reconfirms that the ded-
icated language-specific models still outperform
the multilingual ones (Martin et al., 2020).7

5 Conclusion

In this paper, we have presented the first large-
scale monolingual PhoBERT language mod-
els pre-trained for Vietnamese. We demonstrate
the usefulness of PhoBERT by showing that
PhoBERT performs better than the recent best
multilingual model XLM-R and helps produce the
SOTA performances for four downstream Viet-
namese NLP tasks of POS tagging, Dependency
parsing, NER and NLI. By publicly releasing
PhoBERT models, we hope that they can foster fu-
ture research and applications in Vietnamese NLP.

6For fine-tuning XLM-R, we use a grid search on the val-
idation set to select the AdamW learning rate from {5e-6,
1e-5, 2e-5, 4e-5} and the batch size from {16, 32}.

7Note that Martin et al. (2020) only compare their model
CamemBERT with XLM-R on the French NLI task.
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