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Abstract

We study the problem of learning an event clas-
sifier from human needs category descriptions,
which is challenging due to: (1) the use of
highly abstract concepts in natural language
descriptions, (2) the difficulty of choosing key
concepts. To tackle these two challenges, we
propose LEAPI, a zero-shot learning method
that first automatically generate weak labels
by instantiating high-level concepts with pro-
totypical instances and then trains a human
needs classifier with the weakly labeled data.
To filter noisy concepts, we design a reinforced
selection algorithm to choose high-quality con-
cepts for instantiation. Experimental results
on the human needs categorization task show
that our method outperforms baseline methods,
producing substantially better precision.

1 Introduction

Training accurate text classifiers often requires a
large amount of manually labeled data, which is
expensive to collect. In contrast, humans can often
perform well on a classification task by only read-
ing category descriptions, which are easy to obtain.
It is desirable if computers can automatically learn
classifiers from class descriptions. In this work, we
aim to learn an event classifier automatically from
unlabeled events by using human needs category
descriptions as supervision. Human needs cate-
gories have been proposed to explain why an event
is positive or negative (Ding and Riloff, 2018a; Li
and Hovy, 2017). For example, event “I had can-
cer” is negative because it violates Health needs,
while “I had steak” is usually positive because it
matches Physiological needs. Human needs cate-
gorization of events (Ding and Riloff, 2018a) is a
task to classify events into eight categories asso-
ciated with human needs (Maslow et al., 1970) in
psychology: Physiological, Health, Leisure, Social,
Finance, Cognition, Emotion, and None.

Physiological Description: the need for a person to
Needs obt}in/food, to have'meals ...
Concept—>Instances food— fruit, vegetable, meat, egg, fish, ...

Labeled Events “I' bought fruits”, “I had eggsthis morning”

Description: the need for a person to

Leisure N - L )
eisure Needs have leisure activities, to enjoy art ...
Concept—>Instances leisure activities—> fishing, shopping, golf

Labeled Events “I went to ﬁshirﬁDad went to play g&/f"

Figure 1: Examples of human need descriptions, se-
lected key concepts, and labeled events with prototypi-
cal instances of key concepts.

However, learning a classifier from human needs
category descriptions directly is challenging. First,
human needs category descriptions often consist of
highly abstract concepts. As shown in Fig. 1, the
Physiological and Leisure needs are defined using
abstract concepts (e.g., “food”, “leisure activities™)
to cover all instances of them. As demonstrated
in our experiments, it is not easy to represent the
meanings of these abstract concepts accurately us-
ing existing methods. Second, it is not clear how
to automatically choose key concepts without ac-
cessing manual labels.

In this work, we tackle these two challenges,
and propose LEAPI, a method to automatically
Learn a classifier from human need descriptions
with Prototypical Instantiation. As shown in Fig.1,
we first generate candidate key concepts from hu-
man needs descriptions (e.g., “food’). Then we
automatically assign human needs category labels
to events that contain prototypical instances of key
concepts with the hypothesis that prototypical in-
stances are accurate representations of abstract con-
cepts. For example, we may assign “Physiological
Needs” class label to event “(I, had, eggs, )” be-
cause “egg” is a prototypical instance of the key
concept “food”. Finally, we train a human needs
classifier using the weakly labeled data. Since the
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automatically generated concepts are noisy (e.g.,
“person” is a general term, and may not be a good
key concept for recognizing Physiological Needs),
we propose a reinforced concept selection algo-
rithm to automatically choose high-quality con-
cepts for instantiation. Experimental results show
that our method outperforms baselines, producing
substantially better precision.

2 Related Work

There is a growing interest in studying affective
events. Some of the previous work (Goyal et al.,
2013; Deng and Wiebe, 2014; Ding and Riloff,
2016; Reed et al., 2017; Ding and Riloff, 2018b)
aim to recognize the affective polarity of events.
Recently, there have been many research work fo-
cusing on studying human needs and motives (Paul
and Frank, 2019; Rashkin et al., 2018; Ding and
Riloff, 2018a; Ding et al., 2019; Otani and Hovy,
2019) to achieve a deeper understanding of sen-
timent and emotion. However, all these work fo-
cused on building classifiers using manually la-
beled data, or using manual mapping rules (Ding
et al., 2018) from existing lexicons such as LIWC
(Pennebaker et al., 2007), which requires a signifi-
cant amount of manual effort.

Our work is related to zero-shot learning for text
classification (Yin et al., 2019). As Yin et al. (2019)
pointed out there are two different settings of zero-
shot learning: (1) label-partially-unseen: in which
part of the labels are still available for training, and
many methods (Zhang et al., 2019; Xia et al., 2018;
Rios and Kavuluru, 2018) have been proposed un-
der this setting; (2) label-fully-unseen: in which
all labels are unseen, and it is also called dataless
classification in previous work (Chang et al., 2008;
Song and Roth, 2014). Our work of learning a clas-
sifier from human needs category descriptions is
similar to the second setting of label-fully-unseen.

Researchers have also proposed methods (Srivas-
tava et al., 2017; Hancock et al., 2018) to learn clas-
sifiers from natural language explanations. These
methods require both crowdsourced labels and cor-
responding explanations of the labels, which are
not directly applicable to our problem. One key
difference between their work and ours is that their
methods convert explanations to logical forms or
labeling rules as supervision literally, while our
work aims to learn classifiers from conceptual de-
scriptions by considering the hyponyms of abstract
concepts. For example, in our work we need to

Concepts: person, Description: the need for aperson

food, meal, ... to obtain food, to have meals...
Reinforced reward, update Event
Selector Classifier

v 4

Selected Concepts: Labeled Events:
peXon, food, meal... “I bought fruits”,“l had eggs”...

v

Prototypical Instances:
food->fruit, meat, egg,...
meal-> breakfast, lunch,...

4tvantiation

Unlabeled
Events

Figure 2: Flow of our method LEAPI

understand that the concept “food” in Fig.1 means
all instances of food, not just the word “food”.

Our work is also related to reinforcement learn-
ing which has been used in many NLP applications
such as relation classification (Feng et al., 2018;
Qin et al., 2018), and sentiment analysis (Wang
etal., 2019).

3 Learning Classifiers from Descriptions

Our goal is to design an automatic method to learn
a classifier from human needs descriptions and un-
labeled events. The key idea is to generate weak
labels by instantiating abstract concepts with pro-
totypical instances. Fig.2 shows the basic flow of
our method. First, we generate candidate concepts
from category descriptions and collect prototypical
instances for each concept. Then, we automatically
assign human needs labels to unlabeled events that
contain prototypical instances of concepts corre-
sponding to the labels. Finally, we train a classifier
using the weakly labeled events. To filter noisy con-
cepts, we also design a reinforced selection method
to choose high-quality concepts for instantiation.

3.1 Concept Extraction

We hypothesize that key concepts mentioned in the
human needs category descriptions can be used to
categorize events for their implied human needs. In
our work, we use the human needs categories pro-
posed by Ding et al. (2018), which are motivated by
Maslow’s Hierarchy of Needs (Maslow et al., 1970)
and Fundamental Human Needs (Max-Neef et al.,
1991) in psychology. We use the manual annota-
tion guidelines described in (Ding et al., 2018) as
our human needs category descriptions. Since the
original guidelines are short and brief, we rewrote
them into self-contained sentences. We include the
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descriptions in the Appendix.

We notice that the subject and object in a descrip-
tion sentence often are key concepts. Therefore, we
extract subjects and objects from each description
sentence as key concept candidates for each cate-
gory by using nsubj and obj dependency relations
generated by Stanford CoreNLP tool (Manning
et al., 2014). For each pair of concepts al and
a2 corresponding to the subject and the object, we
construct 3 concept rules: Has (al), Has (a2),
and Has (alAa2). Each rule will assign its class
label to an event if the event matches the rule.

3.2 Prototypical Instantiation

Based on the intuition that the meaning of an ab-
stract concept can be represented with its prototypi-
cal instances. For each concept, we collect 20 most
frequent instances of the concept from Probase
(Wu et al., 2012) as its prototypical instances.! If a
concept is not in Probase, we use the most similar
concept from Probase based on cosine similarity
computed using word embeddings. Then we auto-
matically assign human needs labels to unlabeled
events using the constructed concept rules. In our
work, we use the events previously extracted by
Ding and Riloff (2018b) as our unlabeled events, in
which each event is represented as a 4-field tuple,
i.e., (Agent, Predicate, Object, PrepositionPhrase).
An event matches a concept rule if its fields are pro-
totypical instances of the concepts in the rule. If an
event matches a rule, it will receive a human need
label associated with the rule. If an event receives
different labels, its final label is the majority vote.
These weakly labeled events are used to train the
final event classifier.

3.3 Human Needs Classifier of Events

Though the weakly labeled events can be accurate,
its coverage may not be high. Therefore, we train
a simple logistic regression on the weakly labeled
events obtained in the last step using event embed-
ding as features. Same as (Ding and Riloff, 2018a),
the embedding of an event is computed as the aver-
age of embeddings of words in the event.

3.4 Reinforced Concept Selection

We notice that the automatically generated con-
cepts are noisy. As shown in Fig.1 “person” ex-
tracted from the definitions of Physiological Needs

"'We also collect 200 most confident sentiment words from
the SemEval-2015 English Twitter Lexicon (Kiritchenko et al.,
2014) as prototypical instances of “sentiment words” concept.

is a general term, weak labels generated using the
rule based on this concept can be very noisy for
training the final classifier. Therefore, we pro-
pose a reinforced concept selection method to se-
lect high-quality concepts for instantiation. Since
concepts are used via concept rules, we perform
the selection among the concept rules. Specif-
ically, we formulate the concept rule selection
as follows: given a set of concept rules c¢; and
its corresponding human need label /; pairs, i.e.,
C ={(c1,lh), (c2,12), ..., (cn,ln)}, our goal is to
select a subset C of high-quality concept rules.

State. We use s; to denote the state of each
(concept rule, label) pair (c¢;,l;), and represent it
with a dense embedding, which is computed as
the element-wise product of concept rule and label
embeddings. The embedding of a concept rule
is the average of word embeddings of all concept
words in the rule. Label embeddings are just the
embeddings of label names.

Policy Network. We use two layer neural net-
work as our policy function, which is defined as:

mo(ailsi) = aio(fo(si))
+ (1 —ai)(1—o(fo(si)))
where fo = WoReLU(Wis; + by) + bo, the ac-
tion a; indicates whether a concept rule is selected
(a; = 1) or not (a; = 0), o is the sigmoid function,
and the parameters are 0 = {1, b1, Wa, ba }.

Algorithm 1: Reinforcement Learning Al-
gorithm for Concept Rule Selection

Input: concept rule and label pairs C, max episode
M, sampling times 7', and learning rate
and parameters of policy network 6
initialize parameter 6;
for epoch m=0to M do
for sampling time t=0to T do
sample selection action for each pair in C;
estimate reward 7; with selected concepts;
end
estimate the baseline b = % dSores
adjust reward 7y =7+ — b ;
update 0 < 0 +a ), >, 7V logme(si|ai)

end

Policy Optimization. We formulate the concept
rule selection as a policy optimization problem in
which we aim to find a policy that can select a
subset of rules with maximum reward U (6), where

U(0) = Eq,...a,r(ai,...,an|s1,....,8,) — b

We define the reward r to be the macro F1 score of
event classification on the development dataset. For
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each trajectory, we only receive one reward when
selection for all concepts are finished. To reduce
the variance, we adjust rewards with a baseline b,
which is computed as the average of rewards of
sampled trajectories. In our experiments, we use
the REINFORCE algorithm (Williams, 1992) to
optimize our policy network. The detailed concept
rule selection algorithm is shown in Algorithm 1.

4 Evaluation

4.1 Experimental Setting

Our experimental setup is same with the label-fully-
unseen type of zero-shot learning (Yin et al., 2019),
in which all labels are unseen. In our experiments,
we used the 542 events with officially annotated
human needs labels by Ding et al. (2018) as our
test set, and used another distinct set of 300 events
labeled in preliminary studies as our development
set for hyperparameter tuning. We also used 30K?>
unlabeled events® as our unlabeled data.

We compared our method with the following
methods.

Majority: We used the majority label of human
needs classes as the predictions for testing events.

ESA: We implemented ESA (Gabrilovich and
Markovitch, 2007) using the 2019/01/20 Wikipedia
dump. To predict an event’s label, we first map both
events and human needs category descriptions into
sparse vectors represented using Wikipedia page
titles. Then, for each event, we compute its cosine
similarity with each category and predict its label
as the most similar one.

Word2Vec: We computed the embeddings of
events and category descriptions as the average of
embeddings of words in them. Then, we predicted
an event’s label as the most similar category based
on its cosine similarities with all categories.

BERT: We used the pre-trained BERT model
(bert-base-uncased) (Devlin et al., 2018) to com-
pute the embeddings of words in events and de-
scriptions, then used the average to compute final
embeddings. Same as Word2Vec, we used cosine
similarity to predict the labels of events.

Entail: We also experimented with three pre-
trained entailment models that are trained on:
MNLI (Williams et al., 2018), GLUE RTE (Wang
et al., 2018), FEVER (Thorne et al., 2018), and

2We also experimented with more unlabeled events, but
found that it did not improve the performance.

3Download from http://www.cs.utah.edu/
~tianyu/affEvent/affEventKB/

their ensemble model proposed in (Yin et al., 2019).
We first manually converted both human needs
names and descriptions into hypotheses accord-
ing to Yin et al. (2019), then we used pre-trained
entailment models to predict if an event entails or
not-entails any of the hypotheses. If it entails, we
assign the corresponding label to the event.

Implementation Details For ESA, Word2Vec,
and BERT, we used cosine similarity for prediction.
Since the None category is defined to categorize
events that do not belong to other classes, its cate-
gory description does not contain key concepts that
can be used to identify events for this class. We
predicted an event as None if its similarities with
other categories are < 7, which was selected on
the dev set.

For our human needs classifier, we used the LR
classifier in scikit-learn (Pedregosa et al., 2011)
with default parameters. Since the None category
description is not meaningful, we randomly se-
lected K events from unlabeled data as training
samples for this class. Our reinforced policy net-
work has around 10k parameters, with a hidden
layer size of 32. We used Word2Vec (Mikolov
et al., 2013) as our word embeddings. In our ex-
periments, the maximum epoch number is /=200,
and we manually searched for the hyperparameters
on the development set from the following ranges:
learning rate o € {le-2, le-3, le-4}, number of
None class events K € {100, 300, 500}, sampling
times 7' € {10, 30, 50}. The best hyperparameters
are a=1e-3, K=300, and T'=30.

4.2 Experimental Results

Table 1 shows the performance of our method
LEAPI and baseline methods that directly used hu-
man needs category descriptions for prediction. Re-
sults show that Word2Vec performed best among
baselines. Without reinforced concept selection
(RCS), our method achieved similar F1 score of
31.3 on the dev set as Word2Vec, and F1 score
of 35.6 on the test. With RCS, our method aver-
agely selected 56 from the 89 candidate concept
rules, and obtained significantly better results than
Word2Vec, yielding F1 gains of over +15% on both
dev and test sets. Our method also significantly
improved the precision from 32.7—55.8 on dev,
and from 33.3—51.6 on the test.

Detailed Comparison and Analysis Table 2
shows the performance of the best baseline
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Dev Test
Method P R Fl P R Fl
Majority 3.1 125 5.0 3.0 125 438

ESA 27.0 214 239 2277 220 223
BERT 37.1 284 322 27.8 239 25.7
Entail 257 25.1 254 264 28.0 27.2
Word2Vec| 32.7 30.9 31.8 33.3 289 309
LEAPI
—-RCS | 45.0 240 313 52.7 269 35.6
+RCS | 55.8 42.9 48.6+15| 51.6 42.4 46.5+24

Table 1: Macro-averaged results using human need de-
scriptions. +/-RCS indicates if our method uses or not
reinforced concept selection. Results of +RCS are the
means (also stds for F1) across 10 random seeds.

Word2Vec and our method on the test across hu-
man needs categories. Compared with Word2Vec,
our method performed better on every category,
and obtained large F1 gains of +19.3 on Health,
+26.4 on Leisure, +30.8 on Social, and +38.3 on
Emotion class. We also notice that the performance
varies greatly between different categories. Our
method obtained relatively small improvement and
achieved F1 scores of 33.4 and 28.3 on Finance
and Cognition classes respectively. We examined
the predictions on these two categories, and found
that the semantic meanings of many events in these
two categories are often expressed by event predi-
cates (e.g., “forgot” in “I forgot him”, and “resign”
in “I want to resign’). But, our method only fo-
cused on noun concepts, and the concepts of event
predicates were not used, which can be improved
in future work by extracting and instantiating con-
cepts for event predicates.

Word2Vec LEAPI
Category P R F1 P R F1
Physiol. 234 579 333 | 672 389 48.6
Health 19.2 442 267 | 826 319 46.0
Leisure 21.5 427 28.6 | 645 483 55.0
Social 36.7 204 262 | 449 783 57.0
Finance 38.1 276 320 | 369 31.0 334
Cognition | 60.0 11.5 194 | 239 362 28.3
Emotion 50.0 062 11.1 | 633 405 494
None 177 210 192 | 294 336 313
MacroAvg \ 333 289 309 \ 51.6 424 46.5

Table 2: Results across human needs categories. Our
results are the means across 10 random seeds.

Comparison with Manually Selected Concepts
To investigate the quality of automatically selected
concepts, we also evaluated our method and base-
lines using the concepts (total 29) that were man-

ually generated by authors*. Results are shown

in Table 3. The automatic concepts were selected
using our method. We find that our method LEAPI
achieved much better performance than baselines
using manual concepts. It further improved the F1
from 46.5—51.3 compared to that using automatic
concepts.

Compared to the results using category descrip-
tions directly (Table 1), both ESA and Word2Vec
achieved better performance using both automat-
ically and manually selected concepts, demon-
strating the importance of concept selection. We
also notice that, with manual concepts, ESA and
Word2Vec did not perform better compared to that
using automatic concepts. One possible reason is
that they can not accurately represent the meanings
of the selected concepts, which is the motivation
of our work to instantiate abstract concepts with
prototypical instances.

Automatic Concepts Manual Concepts

Method P R F1 | P R F1

BERT 20.6 21.4 20.7+s5.1 | 41.8 23.4  30.0
ESA 469 242 31.8+30 | 42.6 239 30.6
Word2Vec| 45.1 33.0 37.7+13 | 349 400 373
LEAPI 51.6 424 46.5+24 | 58.5 45.6 51.3

Table 3: Results on test set using automatically and
manually selected concepts. Results of automatic con-
cepts are the means and standard deviations across 10
random seeds.

5 Conclusion

In this work, we proposed a zero-shot learning
method to learn a classifier from human needs cat-
egory descriptions by instantiating abstract con-
cepts with prototypical instances. We also pro-
posed a reinforced concept selection method to
select high-quality concepts for instantiation auto-
matically. Our experimental results demonstrate
that our method achieved significantly better perfor-
mance than baselines. In our work, we also noticed
that the semantics of some events are composed of
several concepts. Therefore, in the future, it would
be worthwhile to explore the compositional con-
cepts from category descriptions further to improve
the performance of human needs categorization of
events.

“The candidate concepts, manually selected concepts, and
the selected concepts by RCS are in the Appendix.
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