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Abstract

Multilingual pre-trained Transformers, such
as mBERT (Devlin et al., 2019) and XLM-
RoBERTa (Conneau et al., 2020a), have been
shown to enable the effective cross-lingual
zero-shot transfer. However, their perfor-
mance on Arabic information extraction (IE)
tasks is not very well studied. In this pa-
per, we pre-train a customized bilingual BERT,
dubbed GigaBERT, that is designed specifi-
cally for Arabic NLP and English-to-Arabic
zero-shot transfer learning. We study Giga-
BERT’s effectiveness on zero-short transfer
across four IE tasks: named entity recognition,
part-of-speech tagging, argument role labeling,
and relation extraction. Our best model signifi-
cantly outperforms mBERT, XLM-RoBERTa,
and AraBERT (Antoun et al., 2020) in both
the supervised and zero-shot transfer set-
tings. We have made our pre-trained models
publicly available at https://github.com/
lanwuwei/GigaBERT.

1 Introduction

Fine-tuning pre-trained Transformer models (De-
vlin et al., 2019; Liu et al., 2019; Yang et al., 2019)
has recently achieved state-of-the-art results on a
wide range of NLP tasks where supervised train-
ing data is available. When trained on multilingual
corpora, BERT-based models have demonstrated
the ability to learn multilingual representations that
support zero-shot cross-lingual transfer learning
surprisingly effectively (Wu and Dredze, 2019;
Pires et al., 2019; Lample and Conneau, 2019).
Without access to any parallel text or target lan-
guage annotations, multilingual BERT (mBERT;
Devlin et al., 2019) even supports cross-lingual
transfer for language pairs that are written in differ-
ent scripts, for example, English-to-Arabic. How-
ever, the transfer learning performance still lags far
behind where supervised data is available in the

target language. In this paper, we explore to what
extent it is possible to improve performance in the
zero-shot scenario by building a customized bilin-
gual BERT for English and Arabic, a particularly
challenging language pair for cross-lingual transfer
learning.

We present GigaBERT, a customized BERT
for English-to-Arabic cross-lingual transfer that
is trained on newswire text in the Gigaword corpus
(Graff et al., 2003; Parker et al., 2009) in addi-
tion to Wikipedia and web crawl data. We sys-
tematically compare our pre-trained models of dif-
ferent configurations against the mBERT (Devlin
et al., 2019) and XLM-RoBERTa (XLM-R; Con-
neau et al., 2020a). By using a customized vocabu-
lary and code-switched data specifically created for
English-to-Arabic transfer learning, our GiagBERT
outperforms mBERT and XILLM-Rp,s. (both support
more than 100 languages) on a range of IE tasks,
including named entity recognition, part-of-speech
tagging, argument role labeling, and relation extrac-
tion. Further performance gains are demonstrated
by augmenting the pre-training corpus with synthet-
ically generated code-switched data. This demon-
strates the usefulness of anchor points for zero-shot
cross-lingual transfer learning. GigaBERT also per-
forms well when annotated Arabic data is available,
outperforming AraBERT (Antoun et al., 2020), the
state-of-the-art Arabic-specific BERT model, on
various Arabic IE tasks.

2 Related Work

The existing Arabic pre-trained models are either
monolingual, such as hULMonA (ElJundi et al.,
2019) and AraBERT (Antoun et al., 2020); or
multilingual with several or over a hundred lan-
guages, such as mBERT (Devlin et al., 2019), XLM
(Lample and Conneau, 2019), and XLM-RoBERTa
(Conneau et al., 2020a). There is no bilingual pre-

4727

Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing, pages 4727-4734,
November 16-20, 2020. (©)2020 Association for Computational Linguistics


https://github.com/lanwuwei/GigaBERT
https://github.com/lanwuwei/GigaBERT

Models Training Data Vocabulary Configuration
source #tokens (all/en/ar) tokenization size (all/en/ar) cased size #parameters
AraBERT newswire 2.5B/-/2.5B SentencePiece 64k/ —/ 58k no base 136M
mBERT Wiki 21.9B/2.5B/153M WordPiece 110k/53k/5k yes base 172M
XLM-Rpaee CommonCrawl 295B/55.6B/2.9B SentencePiece 250k/80k/14k yes base 270M
XLM-Rlu;ge CommonCraw! 295B/55.6B/2.9B SentencePiece 250k/80k/14k yes large 550M
GiagBERT-v0 Gigaword 4.7B/3.6B/1.1B SentencePiece 50k/28k/19k yes base 125M
GigaBERT-v1 Gigaword, Wiki 7.4B/6.1B/1.3B WordPiece 50k/25k/23k yes base 125M
GigaBERT-v2/3 Gigaword, Wiki, Oscar 10.4B/6.1B/4.3B WordPiece 50k/21k/26k no base 125M
GigaBERT-v4 Gigaword, Wiki, Oscar (+ code-switch) 10.4B/6.1B/4.3B WordPiece 50k/21k/26k no base 125M
Table 1: Configuration comparisons for AraBERT (Antoun et al., 2020), mBERT (Devlin et al., 2019), XLM-

RoBERTa (Conneau et al., 2020a), and GigaBERT (this work).

trained language model designed specifically for
English-Arabic. K et al. (2020) pre-trained small-
scale (e.g., 1GB data and 2M training steps) bilin-
gual BERT for English-Hindi, English-Spanish,
and English-Russian to study the impact of lin-
guistic properties of the languages, the architecture
of the model, and the learning objectives on cross-
lingual transfer. Kim et al. (2019) presented a bilin-
gual BERT using multi-task learning for translation
quality estimation with regards to English-Russian
and English-German. Conneau et al. (2020b) fo-
cused on the bilingual XLM for English-French,
English-Russian, and English-Chinese to analyze
the cross-lingual transfer ability with domain sim-
ilarity, anchor points, parameter sharing, and lan-
guage similarity.

3 GigaBERT

We present five versions of GigaBERT pre-trained
using the Transformer encoder (Vaswani et al.,
2017) with BERTy,,4 configurations: 12 attention
layers, each has 12 attention heads and 768 hidden
dimensions, which attributes 110M parameters. Ta-
ble 1 shows a detailed summary of the training data
and model parameters.

3.1 Training Data

We pre-train our GigaBERT models using the fifth
edition of English and Arabic Gigaword corpora.!
The Gigaword data consists of 13 million news ar-
ticles®> and matches the domain of many NLP tasks.
We split English and Arabic sentences without to-
kenization by a modified version of the Stanford

"https://catalog.ldc.upenn.edu/
LDC2011T07 and https://catalog.ldc.upenn.
edu/LDC2011T11

We flattened the Gigaword data with https://
github.com/nelson-1liu/flatten_gigaword.

CoreNLP tool (Manning et al., 2014).> We also
add Wikipedia data processed by WikiExtractor*
for better coverage. As the English Wikipedia (to-
tal 2.5B tokens) is much larger than the Arabic
Wikipedia (total 0.15B tokens), we balance the pre-
training data by (1) up-sampling the Arabic data by
repeating the Wikipedia portion five times and the
Gigaword portion three times; (2) adding the Ara-
bic section of the Oscar corpus (Ortiz Sudrez et al.,
2019), a large-scale multilingual dataset filtered
from the Common Crawl.

Code-Switched Data Augmentation. To fur-
ther improve cross-lingual transfer capability, we
leverage English-Arabic dictionaries to create syn-
thetic code-switched training data (Conneau et al.,
2020a). We experimented with three dictionaries:
PanLex (Kamholz et al., 2014), MUSE (Conneau
et al., 2018), and Wikipedia parallel titles. We ex-
tract parallel article titles in Wikipedia based on
the inter-language links and the entities based on
the Wikidata (Jiang et al., 2020).5 The dictionaries
of PanLex, MUSE, Wikipedia contain 24K, 44K,
2M entries, respectively, and on overage 4.6, 1.4
and 1 translations per entry (English or Arabic).
For training GigaBERT-v4, we code-switch up to
50% random sentences for both English and Arabic
and up to 30% of tokens for each sentence. During
the replacement process, we prioritize substitutions
based on the Wikipedia titles, then PanlLex and
MUSE if the proportion of tokens being replaced
has not reached 30% for a given sentence.

3In the early versions of GigaBERT (v0/1/2/3), we split
Arabic sentences at period, exclamation, and question mark.
*nttps://github.com/attardi/

wikiextractor
Shttps://github.com/clab/
wikipedia-parallel-titles and https:

//dumps.wikimedia.org/wikidatawiki/
entities/
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3.2 Vocabulary

The vocabulary size is critical to the performance
of pre-training models, as it directly impacts the
subword granularity and the number of parameters.
The original English BERT (Devlin et al., 2019)
uses a 30k vocabulary size for ~3B tokens of train-
ing data, while the multilingual BERT and XLM-R
have ~5k and ~14k Arabic subwords in their vo-
cabularies respectively (Table 1).° We choose a
vocabulary size of 50k for our GigaBERT models
based on preliminary experiments. For GigaBERT-
v0, we use the unigram language model in the Sen-
tencePiece (Kudo and Richardson, 2018) to create
30k cased English subwords and 20k Arabic sub-
words separately.” For GigaBERT-v1/2/3/4, we
did not distinguish Arabic and English subword
units, instead, we train a unified 50k vocabulary
using WordPiece (Wu et al., 2016).8 The vocab-
ulary is cased for GigaBERT-v1 and uncased for
GigaBERT-v2/3/4, which use the same vocabulary.

3.3 Optimization

We use the official implementation of BERT (De-
vlin et al., 2019) in TensorFlow for pre-training.
We use Adam optimizer (Kingma and Ba, 2015)
with a learning rate of le-4, 31 = 0.9, 2 = 0.999,
L2 weight decay of 0.01. The learning rate is
warmed up over the first 100,000 steps to a peak
value of 1e-4, then linearly decayed. The dropout
is set to 0.1 for all layers. We use the whole word
mask for GigaBERT-v0 and the regular subword
mask for v1/2/3/4. The batch size is set to 512.
GigaBERT-v0/1/2 are trained for 1.2 million steps
on Google Cloud TPUs with a max sequence length
of 128. GigaBERT-v3 is additionally trained for
140k steps with a max sequence length of 512. The
maximum number of masked LM predictions per
sequence is set to 20 when max sequence length is
128 and set to 80 when max sequence length is 512.
GigaBERT-v4 is trained from the GigaBERT-v3
checkpoint for another 140K steps on the code-
switched data. We also experiment with different
thresholds for the code-switched data augmenta-
tion, as well as training models from scratch on the
code-switched data (Appendix A).

SWe check the Unicode range of characters to classify
word pieces as English or Arabic.

"There are 633 word pieces shared by both languages. We
add 633 unused symbols (e.g., unused-1, unused-2, etc.) to
make up the 50k combined vocabulary.

8We use Hugging Face’s implementation: https://
github.com/huggingface/tokenizers

Task #Train (en/ar) #Dev (en/ar) #Test (en/ar) Metric
NER 7634/2683 1005/322 1095/238 F
POS 12543/6174 2002/786 2077/704 Acc
ARL 21875/11587 3345/1221 2603/1568 Fy
RE 63177/32984 10218/4482 6861/4638 F,

Table 2: Statistics of the datasets for IE tasks.

4 Experiments

4.1 Downstream IE Tasks

We demonstrate the effectiveness of GigaBERT on
named entity recognition (NER), part-of-speech
tagging (POS), argument role labeling (ARL), and
relation extraction (RE) tasks. We use the ACE
2005 corpus (Walker et al., 2006) in the NER,
ARL, and RE evaluations, and use the Universal
Dependencies Treebank v1.4 (Nivre et al., 2016)
in the POS experiments. All of these datasets
are from the news domain, as summarized in
Table 2. For NER, we use the same English
document splits as Lu and Roth (2015) and ran-
domly shuffle Arabic documents into train/dev/test
(80%/10%/10%). For ARL and RE, we randomly
shuffle both English and Arabic documents into
train/dev/test (80%/10%/10%). For POS, we follow
the train/dev/test split by Wu and Dredze (2019).
In the ARL fine-tuning experiment, we pair each
trigger with its argument mentions as positive in-
stances and with other entities in the sentence as
negative instances. As for RE, we use gold relation
mentions as positive examples and create negative
examples by randomly pairing two entities in a sen-
tence. We perform these tasks following the same
fine-tuning pipeline as BERT (Devlin et al., 2019).
We feed input sentences into a pre-trained model,
then extract the necessary hidden representations,
i.e., all token representations for NER/POS and ar-
gument/entity spans for ARL/RE, before applying
one linear layer for classification. We evaluate for
each language in the standard supervised learning
setting, as well as the zero-shot transfer learning
setting from English to Arabic, where the model is
trained on the annotated English training data and
evaluated on the Arabic test set.

4.2 Implementations

We implement the fine-tuning experiments with
the PyTorch framework (Paszke et al., 2019) and
choose hyperparameters by grid search.” We set the

°The search range includes learning rate (le-5. 2e-5. Se-5.
le-4), batch size (4, 8, 16, 32) and epoch number (3, 7, 10).
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Models NER (F1) POS (Accuracy) ARL (F1) RE (F1)
en ar en— ar en ar en— ar en ar en— ar en ar en— ar
AraBERT - 78.6 - - 976 - - 733 - 831 -
mBERT 80.3 729 30.8/31.1 | 97.0 973 50.8/50.8 | 70.4 645 44.4/459 | 779 753 30.1/30.1
XLM-Rpase 81.0 81.5 435/435 | 978 97.6 59.6/61.1 | 694 564 54.4/53.7 | 782 79.2 40.4/36.0
GigaXLM-R,,.. | 82.0 80.8 454/450 | 97.3 97.7 60.7/61.4 | 70.1 714 52.6/52.6 | 79.6 79.5 43.3/44.0
GigaBERT-vO | 79.1 76.6 43.9/459 | 96.8 97.5 49.7/54.1 | 69.1 66.1 42.3/422 | 76.6 72.5 21.5/20.9
GigaBERT-v1 82.8 729 49.1/49.1 | 97.2 96.6 51.9/52.2 | 72.8 67.7 44.6/45.5 | 804 73.2 36.0/31.1
GigaBERT-v2 | 82.5 752 483/482 | 972 978 53.1/534 | 72.0 66.7 42.5/44.1 | 794 742 31.9/36.8
GigaBERT-v3 | 834 83.1 489/483 | 97.1 97.8 53.3/54.7 | 723 76.5 51.0/51.0 | 79.9 84.3 48.2/46.8
GigaBERT-v4 | 83.8 84.1 51.5/51.5 | 97.1 97.7 54.6/555 | 719 739 52.7/56.1 | 79.1 83.6 43.3/48.2
XLM-Riarge 85.8 84.8 49.3/504 | 98.0 978 61.7/61.2 | 723 734 58.0/574 | 832 82.1 52.5/57.5
GigaXLM-R,,,. | 858 845 51.0/51.0 | 979 97.8 62.0/63.6 | 73.1 71.1 56.5/51.9 | 825 823 54.0/58.2

Table 3: Evaluation on four Arabic IE tasks that compares AraBERT (Antoun et al., 2020), multilingual BERT
(Devlin et al., 2019), XLM-RoBERTa (Conneau et al., 2020a), GigaBERT/GigaXLM-R (this work). All models
use BERTy, architecture except XLM-Riyroe. GigaBERT-v4 is continued pre-training of GigaBERT-v3 on code-
switched data. GigaXLLM-R is domain adapted pre-training of XLM-R on Gigaword data.

learning rate to 2e-5, batch size to 8, max sequence
length to 128, and the number of fine-tuning epochs
to 7. Some exceptions include a learning rate of
le-4 in NER experiments, max sequence length of
512, and batch size of 4 in RE experiments. For RE,
we also use gradient accumulation to simulate the
larger batch size of 32 when using models based
on BERT e architecture.

4.3 Results and Analysis

Table 3 shows experimental results for the pre-
trained models on both English and Arabic IE tasks.
For the zero-shot transfer (en — ar), we report two
scores on the Arabic test set, where the best check-
point is selected based on the English dev set and
the Arabic dev set, respectively. In summary, we
find the key factors of improved pre-training per-
formance are a large amount of training data in
the target language, customized vocabulary, longer
max length of sentence, and more anchor points
from code-switched data. We also add experiments
with XLM-Ryy¢e models as a reference, but the
comparison focuses on the pre-trained models with
BERTy,,se configuration for fairness.

Single-language Performance. All versions of
GigaBERT perform very competitively, especially
the GigaBERT-v3/4. After adding Wikipedia and
Oscar data, GigaBERT-v2 starts to outperform
mBERT and XLM-Ry,s on most tasks. We find
it crucial to continue training GigaBERT-v2 with
a longer max sentence length of 512 word pieces,
as the resulting GigaBERT-v3 model shows im-

provements in all four IE tasks. GigaBERT-v3 also
outperforms AraBERT (Antoun et al., 2020), the
state-of-the-art Arabic-specific BERT model by a
large margin, showing that our bilingual GigaBERT
does not sacrifice per-language performance. It is
worth noting that GigaBERT-v4 also has competi-
tive single-language performance after training on
the synthetically created code-switched data.

Cross-lingual Zero-shot Transfer Learning. All
pre-trained models show varied performance when
we select checkpoints based on the English dev
set and Arabic dev set, indicating that the best
single-language performance does not necessarily
imply the best cross-lingual performance. Com-
pared to GigaBERT-v0, additional data used to train
GigaBERT-v1/2 helps improve zero-shot transfer
capability, even though the added data is not from
the news domain. Different from previous works
(Wu and Dredze, 2019; Pires et al., 2019) that at-
tribute cross-lingual ability to shared subwords,
GigaBERT-v3 has nearly no shared word pieces or
scripts between English and Arabic, but still shows
strong cross-lingual performance. We hypothesize
the Transformer encoder projects similar contextual
representations and enables cross-lingual transfer
(Conneau et al., 2020b).

Code-Switched Pre-training. We show that we
can further improve GigaBERT’s cross-lingual
transfer capability with a carefully designed code-
switching procedure. Our GigaBERT-v4 pre-
trained with code-switched data shows signifi-
cant improvement over GigaBERT-v3, achieving
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Figure 1: Cosine similarity between sentence repre-
sentations of parallel sentences (bitext) and randomly
paired sentences (random).

new state-of-the-art for zero-shot transfer from En-
glish to Arabic on NER, ARL, and RE. Our code-
switched pre-training differs from Conneau et al.
(2020b) in two aspects: 1) we explored multiple
bilingual dictionaries, including PanLex (Kamholz
et al., 2014), MUSE (Conneau et al., 2018) and
Wikipedia titles, while MUSE appears to be the
most effective; 2) we keep at least half of the sen-
tences unchanged to balance between real data and
artificial data. In practice, the generated data for
GigaBERT-v4 has 47.4% of the sentences code-
switched. We present more comparison experi-
ments using varied code-switching mixes and dif-
ferent bilingual lexicons in Appendix A.

Domain-adapted Pre-training. We also explore
whether XLLM-RoBERTa can be improved by ad-
ditional pre-training on Gigaword data, as Guru-
rangan et al. (2020) have shown that the continued
pre-training with in-domain data is helpful. We cre-
ate GigaXLM-R models by continuing pre-training
from XLM-Rpyse and XLM-Ry,ree checkpoints in
the Fairseq toolkit (Ott et al., 2019) for 500k steps
on shuffled Arabic and English Gigaword corpus
(max sequence length 512 and batch size 4). Al-
though only ~1% of the Gigaword corpus is used
in this continued training step due to computing re-
source limit, GigaXLM-R still improves zero-shot
transfer performance for NER, POS, and RE over
the original XLLM-R models as shown in Table 3.
We could expect more performance improvement
with a larger batch size and longer training time.

Embedding Space Analysis. We further analyze
the semantic similarity of parallel English-Arabic
sentence representations and find that GigaBERT
is able to distinguish parallel sentences from ran-
domly paired sentences more effectively compared

to its counterparts. Our hypothesis is that cross-
lingual representations for parallel English-Arabic
sentences should be similar, but randomly paired
sentences should be dissimilar. To evaluate cross-
lingual similarity, we extract sentence represen-
tation of 5340 English-Arabic parallel sentences
from the GALE corpus'? and the same number of
randomly paired sentences with pre-trained models
across all 12 layers. We use the average of hid-
den representations, excluding [CLS] and [SEP],
as a sentence representation. Cosine similarity is
calculated for each sentence pairs and averaged
across the whole corpus. In Figure 1, GigaBERT
shows high similarity between parallel sentences
and low similarity between randomly paired sen-
tences. A clear separation for two types of paired
sentences is shown across all the layers. In contrast,
XLM-R is not able to distinguish between them but
shows high similarity scores. mBERT shows low
similarity in both cases. This suggests that our Gi-
gaBERT preserves language independent semantic
information in the sentence representations, which
might contribute to the competitive performance in
downstream IE tasks.

5 Conclusions

In this paper, we show that the performance of
zero-shot cross-lingual transfer can be improved by
training customized bilingual BERT for a given lan-
guage pair and text domain. We pre-trained several
masked language models (GigaBERTS) for Arabic-
English and conducted a focused study on informa-
tion extraction tasks in the newswire domain. The
experiments show that our GigaBERT model out-
performs multilingual BERT, XLM-RoBERTa, and
the monolingual AraBERT on NER, POS, ARL and
RE tasks. We also achieve the new state-of-the-art
performance fro zero-shot transfer learning from
English to Arabic. We additionally studied code-
switched pre-training for GigaBERT and domain-
adapted pre-training for XLM-RoBERTa.
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A Comparison Experiments for
Code-Switched Pre-training

Given the English and Arabic monolingual corpus
and the bilingual lexicons, we have different thresh-
olds to control the code-switched data generation:
1) the percentage of sentences being code-switched
within the whole corpus, we set sentence replace-
ment threshold to limit the changed sentences; 2)
the percentage of tokens being replaced within the
sentence, we set token replacement threshold to
limit the changed tokens; 3) the choice of bilingual
lexicons, where we explore different combinations
of PanlLLex, MUSE and Wiki titles. With the gen-
erated code-switched data, we can pre-train Giga-
BERT from scratch or load the existing checkpoint
(GigaBERT-v3) for continued pre-training, which
are s1 and s2 in Table 4, respectively.

As shown in Table 4, it’s better to keep some sen-
tences unchanged for code-switched pre-training.
The continued pre-training (s2) shows slightly bet-
ter performance than that training from scratch (s1).
During the data augmentation, we need to keep
a relatively low ratio for token replacement. The

results also reveal that the MUSE dictionary is very
promising, which outperforms the combinations of
all dictionaries in some cases.

Models NER (F1) POS (Accuracy) ARL (Fy) RE (F1)
en ar en—ar | en ar en—ar | en ar en— ar | en ar en— ar

s1-0.5-0.3-all 82.1 833 49.7 97.0 9717 58.3 724 744 48.6 80.0 84.1 47.0
s1-1.0-0.5-all 83.1 829 48.3 97.0 9717 55.0 71.1  74.6 46.9 79.0 82.7 40.2
s1-0.5-0.3-pm 835 839 51.3 972 978 56.9 714 734 383 749 828 47.6
s1-0.5-0.3-m 824 847 529 97.1 978 58.6 70.7 724 52.1 713 837 46.0
s1-0.5-0.1-mw 83.1 839 522 972 976 55.0 717 727 49.0 782 84.1 54.0
s1-0.5-0.3-mw 833 833 53.5 97.1 9717 56.0 719 728 46.8 79.2 842 443
s1-1.0-0.3-mw 82.7 844 48.2 971 97.7 56.1 70.6 727 51.4 779 84.6 47.3
s1-1.0-0.001-mw | 83.4 83.8 54.1 972 971 55.1 723 733 48.0 787 835 41.2
s1-0.5-0.3-w 82.8 838 49.9 97.1 978 53.8 71.4 738 50.8 771 827 54.3
$2-0.5-0.3-all 83.8 84.1 51.5 97.1 977 55.5 719 739 56.1 79.1 83.6 48.2
$2-1.0-0.5-all 822 837 51.7 97.0 97.8 56.1 713 745 51.1 79.2  82.0 45.8
$2-0.5-0.3-pm 832 8338 50.9 97.1 977 55.7 72.0 737 48.4 793 829 45.3
$2-0.5-0.3-m 834 834 52.9 972 977 52.9 71.0 739 55.0 78.8 835 52.5
$2-0.5-0.1-mw 83.0 85.1 52.7 972 978 53.6 719 750 50.0 79.0 83.7 52.2
$2-0.5-0.3-mw 834 850 51.0 97.1 977 524 722 749 493 81.0 83.7 49.8
s2-1.0-0.3-mw 832 837 50.2 97.0 977 53.5 71.0 718 54.7 67.2 813 429
s2-1.0-0.001-mw | 83.6 84.2 49.6 974 9717 523 71.8 732 51.2 79.0 84.0 42.6
$2-0.5-0.3-w 83.7 839 504 972 9717 53.1 72.6 744 48.2 76.2  83.6 47.4

Table 4: Comparison experiments of different code-switching configurations. The model name is composed of four
parts: sl (pre-train from scratch)/ s2 (continue pre-training), sentence replacement threshold, token replacement
threshold and bilingual lexicons, where all uses PanLex, MUSE and Wiki titles, pm uses PanLex and MUSE, mw
uses MUSE and Wiki, m uses MUSE only and w uses Wiki only. The model s2-0.5-0.3-all is GigaBERT-v4 in the
paper. The best checkpoint for en— ar is selected with Arabic dev set.
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