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Abstract

Semantic sentence embedding models encode
natural language sentences into vectors, such
that closeness in embedding space indicates
closeness in the semantics between the sen-
tences. Bilingual data offers a useful signal for
learning such embeddings: properties shared
by both sentences in a translation pair are
likely semantic, while divergent properties are
likely stylistic or language-specific. We pro-
pose a deep latent variable model that attempts
to perform source separation on parallel sen-
tences, isolating what they have in common in
a latent semantic vector, and explaining what
is left over with language-specific latent vec-
tors. Our proposed approach differs from past
work on semantic sentence encoding in two
ways. First, by using a variational probabilis-
tic framework, we introduce priors that encour-
age source separation, and can use our model’s
posterior to predict sentence embeddings for
monolingual data at test time. Second, we use
high-capacity transformers as both data gen-
erating distributions and inference networks —
contrasting with most past work on sentence
embeddings. In experiments, our approach
substantially outperforms the state-of-the-art
on a standard suite of unsupervised seman-
tic similarity evaluations. Further, we demon-
strate that our approach yields the largest gains
on more difficult subsets of these evaluations
where simple word overlap is not a good indi-
cator of similarity.'

1 Introduction

Learning useful representations of language has
been a source of recent success in natural language
processing (NLP). Much work has been done on
learning representations for words (Mikolov et al.,
2013; Pennington et al., 2014) and sentences (Kiros
et al., 2015; Conneau et al., 2017). More recently,

!'Code and data to replicate results available at https:
//www.cs.cmu.edu/~jwieting.

deep neural architectures have been used to learn
contextualized word embeddings (Peters et al.,
2018; Devlin et al., 2018) enabling state-of-the-
art results on many tasks. We focus on learning
semantic sentence embeddings in this paper, which
play an important role in many downstream ap-
plications. Since they do not require any labelled
data for fine-tuning, sentence embeddings are use-
ful out-of-the-box for problems such as measure-
ment of Semantic Textual Similarity (STS; Agirre
et al. (2012)), mining bitext (Zweigenbaum et al.,
2018), and paraphrase identification (Dolan et al.,
2004). Semantic similarity measures also have
downstream uses such as fine-tuning machine trans-
lation systems (Wieting et al., 2019a).

There are three main ingredients when design-
ing a sentence embedding model: the architecture,
the training data, and the objective function. Many
architectures including LSTMs (Hill et al., 2016;
Conneau et al., 2017; Schwenk and Douze, 2017;
Subramanian et al., 2018), Transformers (Cer et al.,
2018; Reimers and Gurevych, 2019), and averag-
ing models (Wieting et al., 2016b; Arora et al.,
2017) are capable of learning sentence embeddings.
The choice of training data and objective are inti-
mately intertwined, and there are a wide variety of
options including next-sentence prediction (Kiros
et al., 2015), machine translation (Espana-Bonet
et al., 2017; Schwenk and Douze, 2017; Schwenk,
2018; Artetxe and Schwenk, 2018), natural lan-
guage inference (NLI) (Conneau et al., 2017), and
multi-task objectives which include some of the
previously mentioned objectives (Cer et al., 2018)
potentially combined with additional tasks like con-
stituency parsing (Subramanian et al., 2018).

Surprisingly, despite ample testing of more pow-
erful architectures, the best performing models for
many sentence embedding tasks related to seman-
tic similarity often use simple architectures that
are mostly agnostic to the interactions between
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words. For instance, some of the top performing
techniques use word embedding averaging (Wiet-
ing et al., 2016b), character n-grams (Wieting et al.,
2016a), and subword embedding averaging (Wiet-
ing et al., 2019b) to create representations. These
simple approaches are competitive with much more
complicated architectures on in-domain data and
generalize well to unseen domains, but are funda-
mentally limited by their inability to capture word
order. Training these approaches generally relies
on discriminative objectives defined on paraphrase
data (Ganitkevitch et al., 2013; Wieting and Gim-
pel, 2018) or bilingual data (Wieting et al., 2019b;
Chidambaram et al., 2019; Yang et al., 2020). The
inclusion of latent variables in these models has
also been explored (Chen et al., 2019).

Intuitively, bilingual data in particular is promis-
ing because it potentially offers a useful signal
for learning the underlying semantics of sentences.
Within a translation pair, properties shared by both
sentences are more likely semantic, while those that
are divergent are more likely stylistic or language-
specific. While previous work learning from bilin-
gual data perhaps takes advantage of this fact im-
plicitly, the focus of this paper is modelling this in-
tuition explicitly, and to the best of our knowledge,
this has not been explored in prior work. Specifi-
cally, we propose a deep generative model that is
encouraged to perform source separation on paral-
lel sentences, isolating what they have in common
in a latent semantic embedding and explaining what
is left over with language-specific latent vectors.
At test time, we use inference networks (Kingma
and Welling, 2013) for approximating the model’s
posterior on the semantic and source-separated la-
tent variables to encode monolingual sentences.
Finally, since our model and training objective are
generative, our approach does not require knowl-
edge of the distance metrics to be used during eval-
uation, and it has the additional property of being
able to generate text.

In experiments, we evaluate our probabilistic
source-separation approach on a standard suite of
STS evaluations. We demonstrate that the proposed
approach is effective, most notably allowing the
learning of high-capacity deep Transformer archi-
tectures (Vaswani et al., 2017) while still general-
izing to new domains, significantly outperforming
a variety of state-of-the-art baselines. Further, we
conduct a thorough analysis by identifying subsets
of the STS evaluation where simple word overlap
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Figure 1: The generative process of our model. Latent
variables modeling the linguistic variation in French
and English, 2z, and ze,, as well as a latent vari-
able modeling the common semantics, zg¢y,, are drawn
from a multivariate Gaussian prior. The observed text
in each language is then conditioned on its language-
specific variable and 24, .

is not able to accurately assess semantic similarity.
On these most difficult instances, we find that our
approach yields the largest gains, indicating that
our system is modeling interactions between words
to good effect. We also find that our model better
handles cross-lingual semantic similarity than mul-
tilingual translation baseline approaches, indicating
that stripping away language-specific information
allows for better comparisons between sentences
from different languages.

Finally, we analyze our model to uncover what
information was captured by the source separation
into the semantic and language-specific variables
and the relationship between this encoded infor-
mation and language distance to English. We find
that the language-specific variables tend to explain
more superficial or language-specific properties
such as overall sentence length, amount and loca-
tion of punctuation, and the gender of articles (if
gender is present in the language), but semantic and
syntactic information is more concentrated in the
shared semantic variables, matching our intuition.
Language distance has an effect as well, where lan-
guages that share common structures with English
put more information into the semantic variables,
while more distant languages put more informa-
tion into the language-specific variables. Lastly,
we show outputs generated from our model that
exhibit its ability to do a type of style transfer.
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Figure 2: The computation graph for the variational lower bound used during training. The English and French
text are fed into their respective inference networks and the semantic inference network to ultimately produce the
language variables z¢, and z.,, and semantic variable z,.,,. Each language-specific variable is then concatenated
to zsem and used by the decoder to reconstruct the input sentence pair.

2 Model

Our proposed training objective leverages a gen-
erative model of parallel text in two languages.
Our model is language agnostic, and applies to
a wide variety of languages (see Section 5) but we
will use the running example of English (en) and
French (£ r) pairs consisting of an English sentence
ZTen and a French sentence x ¢, Importantly, the
generative process utilizes three underlying latent
vectors: language-specific variation variables (lan-
guage variables) zy, and z., for each side of the
translation, as well as a shared semantic variation
variable (semantic variable) z..,,. In this section
we will first describe the generative model for the
text and latent variables. In the following section
we will describe the inference procedure of zgep,
given an input sentence, which corresponds to our
core task of obtaining sentence embeddings useful
for downstream tasks such as semantic similarity.
The generative process of our model, the Bilin-
gual Generative Transformer (BGT), is depicted
in Figure 1 and the training computation graph is
shown in Figure 2. First, we sample latent variables
(2fr, Zens Zsem), Where z; € R, from a multivari-
ate Gaussian prior N(0, I). These variables are
then fed into a decoder that samples sentences; x¢,
is sampled conditioned on zsep, and zey,, while x ¢,
is sampled conditioned on zse,, and zy,. Because
sentences in both languages will use 2z, in gener-
ation, we expect that in a well-trained model this
variable will encode semantic, syntactic, or stylis-
tic information shared across both sentences, while
zgr and zep, Will handle any language-specific pecu-
liarities or specific stylistic decisions that are less
central to the sentence meaning and thus do not
translate across sentences. In the following section,

we further discuss how this is explicitly encouraged
by the learning process.

Decoder Architecture. Many latent variable mod-
els for text use LSTMs (Hochreiter and Schmid-
huber, 1997) as their decoders (Yang et al., 2017;
Ziegler and Rush, 2019; Ma et al., 2019). However,
state-of-the-art models in neural machine transla-
tion have seen increased performance and speed us-
ing deep Transformer architectures. We also found
in our experiments (see Appendix C for details)
that Transformers led to increased performance in
our setting, so they are used in our main model.

We use two decoders in our model, one for
modelling p( fr|2sem, 2¢; @) and one for model-
ing p(Zen|Zsem, Zen; 0) (see right side of Figure 2).
Each decoder takes in a language variable and a se-
mantic variable, which are concatenated and used
by the decoder for reconstruction. We explore four
ways of using this latent vector: (1) Concatenate it
to the word embeddings (Word) (2) Use it as the ini-
tial hidden state (Hidden, LSTM only) (3) Use it as
you would the attention context vector in the tradi-
tional sequence-to-sequence framework (Attention)
and (4) Concatenate it to the hidden state immedi-
ately prior to computing the logits (Logit). Unlike
Attention, there is no additional feedforward layer
in this setting. We experimented with these four
approaches, as well as combinations thereof, and
report this analysis in Appendix A. From these
experiments, we see that the closer the sentence
embedding is to the final word predictor, the better
the performance on downstream tasks evaluating
its semantic content. We hypothesise that this is
due to better gradient propagation because the sen-
tence embedding is now closer to the error signal.
Since Attention and Logit performed best, we use
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these in our main experiments.

3 Learning and Inference

Our model is trained on a set of paral-
lel sentences X consisting of N examples,
X = {(xén,x}r>,...,<xé\fl,x%>}, and Z
is our collection of latent variables Z =

(L, z}r, I WU ¢\ z%, zN V). We wish

to maximize the likelihood of the parameters of
the two decoders 6 with respect to the observed X,

marginalizing over the latent variables Z.
p(X;0) = / p(X, Z;0)dZ
z

Unfortunately, this integral is intractable due to
the complex relationship between X and Z. How-
ever, related latent variable models like variational
autoencoders (VAEs; Kingma and Welling (2013))
learn by optimizing a variational lower bound on
the log marginal likelihood. This surrogate ob-
jective is called the evidence lower bound (ELBO)
and introduces a variational approximation, ¢ to the
true posterior of the model p. The ¢ distribution is
parameterized by a neural network with parameters
¢. ELBO for our model is written as:

ELBO =E, 7 x4 [log p(X|Z; 0)]—
KL(q(Z|X;¢)llp(Z:0))

This lower bound on the marginal can be opti-
mized by gradient ascent by using the reparameteri-
zation trick (Kingma and Welling, 2013). This trick
allows for the expectation under ¢ to be approxi-
mated through sampling in a way that preserves
backpropagation. We make several independence
assumptions for q(Zsem, Zens Zfr|Ten, Tfr; @) to
match our goal of source separation: we factor ¢
as Q(Zsem‘-rem T fr; ¢>Q(zen|$en§ ¢)Q(Zfr|xfr; (b)
The parameters of the encoders that make up the
inference networks, defined in the next paragraph,
are denoted as ¢.

Lastly, we note that the KL term in our ELBO
equation explicitly encourages explaining variation
that is shared by translations with the shared se-
mantic variable, and explaining language-specific
variation with the corresponding language-specific
variables. Encoding information shared by the two
sentences in the shared variable results in only a
single penalty from the KL loss, while encoding
the information separately in both language spe-
cific variables will cause unnecessary replication,
doubling the overall cost incurred by the KL term.

Encoder Architecture. We use three inference
networks as shown on the left side of Figure 2: an
English inference network to produce the English
language variable, a French inference network to
produce the French language variable, and a se-
mantic inference network to produce the semantic
variable. Just as in the decoder architecture, we use
a Transformer for the encoders.

The semantic inference network is a bilingual
encoder that encodes each language. For each trans-
lation pair, we alternate which of the two parallel
sentences is fed into the semantic encoder within
a batch. Since the semantic encoder is meant to
capture language agnostic semantic information,
its outputs for a translation pair should be similar
regardless of the language of the input sentence.
We note that other operations are possible for com-
bining the views each parallel sentence offers. For
instance, we could feed both sentences into the
semantic encoder and pool their representations.
However, in practice we find that alternating works
well and also can be used to obtain sentence em-
beddings for text that is not part of a translation
pair. We leave further study of combining views to
future work.

4 Experiments

4.1 Baseline Models

We experiment with fourteen baseline models, cov-
ering both the most effective approaches for learn-
ing sentence embeddings from the literature and
ablations of our own BGT model. These baselines
can be split into three groups as detailed below.

Models from the Literature (Trained on Differ-
ent Data) We compare to well known sentence
embedding models Infersent (Conneau et al., 2017),
GenSen (Subramanian et al., 2018), the Univer-
sal Sentence Encoder (USE) (Cer et al., 2018),
LASER (Artetxe and Schwenk, 2018), as well as
BERT (Devlin et al., 2018).> We used the pre-
trained BERT model in two ways to create a sen-
tence embedding. The first way is to concatenate
the hidden states for the CLS token in the last four
layers. The second way is to concatenate the hid-
den states of all word tokens in the last four layers
and mean pool these representations. Both methods
result in a 4096 dimension embedding. We also
compare to the newly released model, Sentence-

*Note that in all experiments using BERT, including
Sentence-BERT, the large, uncased version is used.
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Bert (Reimers and Gurevych, 2019). This model
is similar to Infersent (Conneau et al., 2017) in
that it is trained on natural language inference data,
SNLI (Bowman et al., 2015). However, instead of
using pretrained word embeddings, they fine-tune
BERT in a way to induce sentence embeddings.’

Models from the Literature (Trained on Our
Data) These models are amenable to being
trained in the exact same setting as our own models
as they only require parallel text. These include
the sentence piece averaging model, SP, from Wi-
eting et al. (2019b), which is among the best of
the averaging models (i.e. compared to averag-
ing only words or character n-grams) as well the
LSTM model, BILSTM, from Wieting and Gimpel
(2017). These models use a contrastive loss with a
margin. Following their settings, we fix the margin
to 0.4 and tune the number of batches to pool for se-
lecting negative examples from {40, 60, 80, 100}.
For both models, we set the dimension of the em-
beddings to 1024. For BILSTM, we train a single
layer bidirectional LSTM with hidden states of 512
dimensions. To create the sentence embedding, the
forward and backward hidden states are concate-
nated and mean-pooled. Following Wieting and
Gimpel (2017), we shuffle the inputs with probabil-
ity p, tuning p from {0.3,0.5}.

We also implicitly compare to previous machine
translation approaches like Espana-Bonet et al.
(2017); Schwenk and Douze (2017); Artetxe and
Schwenk (2018) in Appendix A where we explore
different variations of training LSTM sequence-
to-sequence models. We find that our transla-
tion baselines reported in the tables below (both
LSTM and Transformer) outperform the architec-
tures from these works due to using the Attention
and Logit methods mentioned in Section 2, demon-
strating that our baselines represent, or even over-
represent, the state-of-the-art for machine transla-
tion approaches.

BGT Ablations Lastly, we compare to ablations
of our model to better understand the benefits of
parallel data, language-specific variables, the KL.
loss term, and how much we gain from the more

3Most work evaluating accuracy on STS tasks has averaged
the Pearson’s r over each individual dataset for each year of
the STS competition. However, Reimers and Gurevych (2019)
computed Spearman’s p over concatenated datasets for each
year of the STS competition. To be consistent with previous
work, we re-ran their model and calculated results using the
standard method, and thus our results are not the same as those
reported Reimers and Gurevych (2019).

conventional translation baselines.

e ENGLISHAE: English autoencoder on the En-
glish side of our en-fr data.

e ENGLISHVAE: English variational autoencoder
on the English side of our en—fr data.

e ENGLISHTRANS: Translation from en to fr.

e BILINGUALTRANS: Translation from both en
to fr and fr to en where the encoding param-
eters are shared but each language has its own
decoder.

e BGT W/0 LANGVARS: A model similar to
BILINGUALTRANS, but it includes a prior over
the embedding space and therefore a KL loss
term. This model differs from BGT since it
does not have any language-specific variables.

e BGT w/0 PRIOR: Follows the same architecture
as BGT, but without the priors and KL loss term.

4.2 Experimental Settings

The training data for our models is a mixture of
OpenSubtitles 2018* en-fr data and en-fr Giga-
word> data. To create our dataset, we combined
the complete corpora of each dataset and then ran-
domly selected 1,000,000 sentence pairs to be used
for training with 10,000 used for validation. We use
sentencepiece (Kudo and Richardson, 2018)
with a vocabulary size of 20,000 to segment the
sentences, and we chose sentence pairs whose sen-
tences are between 5 and 100 tokens each.

In designing the model architectures for the en-
coders and decoders, we experimented with Trans-
formers and LSTMs. Due to better performance,
we use a 5 layer Transformer for each of the en-
coders and a single layer decoder for each of the
decoders. This design decision was empirically
motivated as we found using a larger decoder was
slower and worsened performance, but conversely,
adding more encoder layers improved performance.
More discussion of these trade-offs along with ab-
lations and comparisons to LSTMs are included in
Appendix C.

For all of our models, we set the dimension of
the embeddings and hidden states for the encoders
and decoders to 1024. Since we experiment with
two different architectures,® we follow two differ-
ent optimization strategies. For training models

*nttp://opus.nlpl.eu/OpenSubtitles.php

‘https://www.statmt.org/wmt10/
training-giga-fren.tar

%We use LSTMs in our ablations.
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Data Sentence 1 Sentence 2 Gold Score
Hard+ Other ways are needed. It is necessary to find other means. 4.5
Hard- How long can you keep chocolate in | How long can I keep bread dough in 1.0
the freezer? the refrigerator?
Negation | It’s not a good idea. It’s a good idea to do both. 1.0

Table 1: Examples from our Hard STS dataset and our negation split. The sentence pair in the first row has
dissimilar structure and vocabulary yet a high gold score. The second sentence pair has similar structure and
vocabulary and a low gold score. The last sentence pair contains negation, where there is a not in Sentence 1 that
causes otherwise similar sentences to have low semantic similarity.

with Transformers, we use Adam (Kingma and Ba,
2014) with B, = 0.9, B2 = 0.98, and € = 1078,
We use the same learning rate schedule as Vaswani
et al. (2017), i.e., the learning rate increases lin-
early for 4,000 steps to 5 x 10~4, after which it is
decayed proportionally to the inverse square root
of the number of steps. For training the LSTM
models, we use Adam with a fixed learning rate of
0.001. We train our models for 20 epochs.

For models incorporating a translation loss, we
used label smoothed cross entropy (Szegedy et al.,
2016; Pereyra et al., 2017) with € = 0.1. For EN-
GLISHVAE, BGT and BILINGUALTRANS, we an-
neal the KL term so that it increased linearly for 2'6
updates, which robustly gave good results in pre-
liminary experiments. We also found that in train-
ing BGT, combining its loss with the BILINGUAL-
TRANS objective during training of both models in-
creased performance, and so this loss was summed
with the BGT loss in all of our experiments. We
note that this does not affect our claim of BGT be-
ing a generative model, as this loss is only used
in a multi-task objective at training time, and we
calculate the generation probabilities according to
standard BGT at test time.

Lastly, in Appendix B, we illustrate that it is cru-
cial to train the Transformers with large batch sizes.
Without this, the model can learn the goal task
(such as translation) with reasonable accuracy, but
the learned semantic embeddings are of poor qual-
ity until batch sizes approximately reach 25,000
tokens. Therefore, we use a maximum batch size
of 50,000 tokens in our ENGLISHTRANS, BILIN-
GUALTRANS, and BGT w/0 PRIOR, experiments
and 25,000 tokens in our BGT w/0 LANGVARS
and BGT experiments.

4.3 Evaluation

Our primary evaluation are the 2012-2016 Se-
mEval Semantic Textual Similarity (STS) shared
tasks (Agirre et al., 2012, 2013, 2014, 2015, 2016),
where the goal is to accurately predict the degree
to which two sentences have the same meaning as
measured by human judges. The evaluation metric

is Pearson’s r with the gold labels.

Secondly, we evaluate on Hard STS, where we
combine and filter the STS datasets in order to
make a more difficult evaluation. We hypothesize
that these datasets contain many examples where
their gold scores are easy to predict by either hav-
ing similar structure and word choice and a high
score or dissimilar structure and word choice and a
low score. Therefore, we split the data using sym-
metric word error rate (SWER),” finding sentence
pairs with low SWER and low gold scores as well
as sentence pairs with high SWER and high gold
scores. This results in two datasets, Hard+ which
have SWERSs in the bottom 20% of all STS pairs
and whose gold label is between 0 and 1,® and
Hard- where the SWERs are in the top 20% of the
gold scores are between 4 and 5. We also evaluate
on a split where negation was likely present in the
example.’ Examples are shown in Table 1.

Lastly, we evaluate on STS in es and ar as well
as cross-lingual evaluations for en-es, en—-ar,
and en—tr. We use the datasets from SemEval
2017 (Cer et al., 2017). For this setting, we train
BILINGUALTRANS and BGT on 1 million exam-
ples from en-es, en—ar, and en-tr OpenSub-
titles 2018 data.

4.4 Results

The results on the STS and Hard STS are shown in
Table 3.!° From the results, we see that BGT has
the highest overall performance. It does especially
well compared to prior work on the two Hard STS
datasets. We used paired bootstrap resampling to
check whether BGT significantly outperforms Sen-
tenceBert, SP, BILINGUALTRANS, and BGT w/0
PRIOR on the STS task. We found all gains to be

"We define symmetric word error rate for sentences s; and
s as sWER(s1, s2) + sWER(s2, s1), since word error
rate (WER) is an asymmetric measure.

8STS scores are between 0 and 5.

"We selected examples for the negation split where one
sentence contained not or 't and the other did not.

10We obtained values for STS 2012-2016 from prior works
using SentEval (Conneau and Kiela, 2018). Note that we
include all datasets for the 2013 competition, including SMT,
which is not included in SentEval.
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Model Semantic Textual Similarity (STS) Figure 3: Results of our mod-
BERT CTS) | | A B T or | | Tog| i el models from prior work.
BERT (Mean) 488 | 465 | 540|592 | 63.4 | 544 3.1 | 241 |13.6| Lhe first six rows are pretrained
Infersent 61.1|51.4 | 68.1]709|70.7 | 644 42 | 29.6 |16.9| models from the literature, the
GenSen 60.7 | 50.8 | 64.1 | 73.3 | 66.0 |63.0| 24.2 | 6.3 |153| next two rows are strong base-
USE 61.4159.0|70.6|74.3|73.9 |67.8| 16.4 | 28.1 |22.3| lines trained on the same data as
LASER 63.1|47.0 | 67.7| 749|719 |64.9 || 18.1 | 23.8 |20.9| our models, and the last seven
Sentence-BERT 66.9 | 63.2 742 (77.3 728709 239 | 3.6 |138 ) .
SP 68.4 | 603 [75.1]78.7 | 768 [ 710 19.1 | 29.8 [245 ro‘gng;lude g‘o‘iel a;lf“i’;s
BILSTM 67.9 | 56.4 | 74.5|78.2 759 |70.6| 185 | 23.2 [20.9| @~ » our inal model. We
ENGLISHAE 60.2 | 52.7 | 68.6 | 74.0 | 73.2 | 65.7|| 15.7 | 36.0 |25.9| show results, measured in Pear-
ENGLISHVAE 59.5|54.0 | 673 |74.6 |74.1 | 659 16.8 | 42.7 |29.8| son’s r x 100, for each year
ENGLISHTRANS 665 60.7 | 72.9 | 78.1 | 783 | 71.3 || 18.0 | 472 |32.6| of the STS tasks 2012-2016 and
BILINGUALTRANS 67.161.0|733[780|77.8 7141 20.0 | 48.2 |34.1 our two Hard STS datasets.
BGT W/0 LANGVARS | 683 | 61.3 | 74.5|79.0 | 78.5 | 723 || 24.1 | 46.8 |35.5

BGT w/0 PRIOR 67.6 | 59.8 | 74.1 | 78.4 | 77.9 | 71.6| 17.9 | 45.5 | 31.7

BGT 68.9 | 62.2 759 |79.4 | 793 |73.1|| 225 | 46.6 | 34.6

Model es—es | ar-ar || en-es | en-ar | en-tr Figure 4: Performance measured in
LASER 79.7 69.3 59.7 65.5 72.0 Pearson’s r x 100, on the Se-
BILINGUALTRANS 83.4 72.6 64.1 37.6 59.1 _
BGT W/0 LANGVARS | 81.7 72.8 726 | 734 | 748 mEval 2017 STS task on thedes s
BGT w/0 PRIOR 84.5 73.2 68.0 66.5 70.9 ar-ar,en-es, en-ar,anden-tr
BGT 85.7 74.9 75.6 73.5 74.9 datasets.

significant with p < 0.01. !

From these results, we see that both positive ex-
amples that have little shared vocabulary and struc-
ture and negative examples with significant shared
vocabulary and structure benefit significantly from
using a deeper architecture. Similarly, examples
where negation occurs also benefit from our deeper
model. These examples are difficult because more
than just the identity of the words is needed to de-
termine the relationship of the two sentences, and
this is something that SP is not equipped for since
it is unable to model word order. The bottom two
rows show easier examples where positive exam-
ples have high overlap and low SWER and vice
versa for negative examples. Both models perform
similarly on this data, with the BGT model hav-
ing a small edge consistent with the overall gap
between these two models.

Lastly, in Table 4, we show the results of STS
evaluations in e s and ar and cross-lingual evalua-
tions for en—es, en—ar, and en—tr. We also in-
clude a comparison to LASER, which is a multilin-
gual model.'? From these results, we see that BGT

""'We show further difficult splits in Appendix D, including
a negation split, beyond those used in Hard STS and compare
the top two performing models in the STS task from Table 3.
We also show easier splits of the data to illustrate that the
difference between these models is smaller on these splits.

12We note that this is not a fair comparison for a variety
of reasons. For instance, our models are just trained on two
languages at a time, but are only trained on 1M translation
pairs from OpenSubtitles. LASER, in turn, is trained on 223M
translation pairs covering more domains, but is also trained on

has the best performance across all datasets, how-
ever the performance is significantly stronger than
the BILINGUALTRANS and BGT W/0 PRIOR base-
lines in the cross-lingual setting. Since BGT w/0
LANGVARS also has significantly better perfor-
mance on these tasks, most of this gain seems to be
due to the prior having a regularizing effect. How-
ever, BGT outperforms BGT w/0 LANGVARS
overall, and we hypothesize that the gap in perfor-
mance between these two models is due to BGT
being able to strip away the language-specific in-
formation in the representations with its language-
specific variables, allowing for the semantics of the
sentences to be more directly compared.

5 Analysis

We next analyze our BGT model by examining
what elements of syntax and semantics the lan-
guage and semantic variables capture relative both
to each-other and to the sentence embeddings from
the BILINGUALTRANS models. We also analyze
how the choice of language and its lexical and syn-
tactic distance from English affects the semantic
and syntactic information captured by the semantic
and language-specific encoders. Finally, we also
show that our model is capable of sentence gener-
ation in a type of style transfer, demonstrating its
capabilities as a generative model.

93 languages simultaneously.
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Model Semantic Textual Similarity (STS)

2012 | 2013 | 2014 | 2015 | 2016 | Hard+ | Hard-
Random Encoder 514 | 346 | 527 | 523 | 49.7 4.8 17.9
English Language Encoder | 44.4 | 41.7 | 53.8 | 624 | 61.7 15.3 26.5
Semantic Encoder 689 | 622 | 759 | 794 | 79.3 22.5 46.6

Table 2: STS performance on the 2012-2016 datasets and our STS Hard datasets for a randomly initialized Trans-
former, the trained English language-specific encoder from BGT, and the trained semantic encoder from BGT.

Performance is measured in Pearson’s » x 100.

Lang.|Model STS|S. Num. |O. Num. | Depth | Top Con. | Word |Len. | P. Num. | P. First| Gend.
BILINGUALTRANS  |71.2 78.0 76.5 | 282 | 659 [80.2|74.0| 569 | 883 | 53.0
fr Semantic Encoder 72.4| 84.6 809 |297| 705 |77.4|73.0] 60.7 | 879 | 52.6
en Language Encoder|56.8| 75.2 720 280 | 63.6 |654(80.2| 653 | 92.2 -
fr Language Encoder| - - - - - - - - - 56.5
BILINGUALTRANS  [70.5| 84.5 82.1 [29.7| 68.5 [79.2|77.7] 63.4 | 90.1 | 543
os Semantic Encoder 72.1| 85.7 83.6 | 325 71.0 | 77.3|76.7| 63.1 89.9 | 52.6
en Language Encoder|55.8| 75.7 73.7 | 29.1 63.9 |63.3(80.2| 64.2 | 92.7 -
es Language Encoder| - - - - - - - - - 54.7
BILINGUALTRANS |70.2| 77.6 745 | 28.1 67.0 |77.5|723] 57.5 | 89.0 -
ar |Semantic Encoder 70.8| 81.9 80.8 |321 | 717 |719|733| 61.8 | 885 -
en Language Encoder|58.9| 76.2 73.1 | 284 ] 60.7 |71.2(79.8| 634 | 924 -
BILINGUALTRANS  [70.7| 78.5 749 | 28.1 60.2 |78.4(72.1] 548 | 873 -
tr |Semantic Encoder 72.3| 81.7 80.2 | 30.6 66.0 | 752724 593 86.7 -
en Language Encoder|57.8| 77.3 744 | 283 63.1 67.1|79.7| 67.0 | 925 -
BILINGUALTRANS [71.0] 66.4 646 | 254 | 541 |[76.0(67.6/ 538 | 87.8 -
ja |Semantic Encoder 719 68.0 66.8 | 27.5 589 |70.1|68.7| 529 | 86.6 -
en Language Encoder|60.6| 77.6 764 | 280 | 64.6 |70.0(804| 62.8 | 92.0 -

Table 3:

Average STS performance for the 2012-2016 datasets, measured in Pearson’s r x 100, followed by

probing results on predicting number of subjects, number of objects, constituent tree depth, top constituent, word
content, length, number of punctuation marks, the first punctuation mark, and whether the articles in the sentence
are the correct gender. All probing results are measured in accuracy x100.

5.1 STS

We first show that the language variables are cap-
turing little semantic information by evaluating the
learned English language-specific variable from
our BGT model on our suite of semantic tasks.
The results in Table 2 show that these encoders
perform closer to a random encoder than the se-
mantic encoder from BGT. This is consistent with
what we would expect to see if they are capturing
extraneous language-specific information.

5.2 Probing

We probe our BGT semantic and language-specific
encoders, along with our BILINGUALTRANS en-
coders as a baseline, to compare and contrast what
aspects of syntax and semantics they are learning
relative to each other across five languages with var-
ious degrees of similarity with English. All models
are trained on the OpenSubtitles 2018 corpus. We
use the datasets from Conneau et al. (2018) for se-
mantic tasks like number of subjects and number of
objects, and syntactic tasks like tree depth, and top
constituent. Additionally, we include predicting
the word content and sentence length. We also add
our own tasks to validate our intuitions about punc-
tuation and language-specific information. In the

first of these, punctuation number, we train a clas-
sifier to predict the number of punctuation marks'3
in a sentence. To make the task more challenging,
we limit each label to have at most 20,000 exam-
ples split among training, validation, and testing
data.'* In the second task, punctuation first, we
train a classifier to predict the identity of the first
punctuation mark in the sentence. In our last task,
gender, we detect examples where the gender of
the articles in the sentence is incorrect in French or
Spanish. To create an incorrect example, we switch
articles from {le, la, un, une} for French and {el, la,
los, las} for Spanish, with their (indefinite or defi-
nite for French and singular or plural for Spanish)
counterpart with the opposite gender. This dataset
was balanced so random chance gives 50% on the
testing data. All tasks use 100,000 examples for
training and 10,000 examples for validation and
testing. The results of these experiments are shown
in Table 3.

These results show that the source separation is
effective - stylistic and language-specific informa-
tion like length, punctuation and language-specific

Punctuation were taken from the set { ! " #$ % & \" ()
x+,—./i<=>2@[]1"_-{—1}".}

!“The labels are from 1 punctuation mark up to 10 marks
with an additional label consolidating 11 or more marks.
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gender information are more concentrated in the
language variables, while word content, semantic
and syntactic information are more concentrated in
the semantic encoder. The choice of language is
also seen to be influential on what these encoders
are capturing. When the languages are closely re-
lated to English, like in French and Spanish, the
performance difference between the semantic and
English language encoder is larger for word con-
tent, subject number, object number than for more
distantly related languages like Arabic and Turk-
ish. In fact, word content performance is directly
tied to how well the alphabets of the two languages
overlap. This relationship matches our intuition,
because lexical information will be cheaper to en-
code in the semantic variable when it is shared
between the languages. Similarly for the tasks
of length, punctuation first, and punctuation num-
ber, the gap in performance between the two en-
coders also grows as the languages become more
distant from English. Lastly, the gap on STS per-
formance between the two encoders shrinks as the
languages become more distant, which again is
what we would expect, as the language-specific
encoders are forced to capture more information.

Japanese is an interesting case in these exper-
iments, where the English language-specific en-
coder outperforms the semantic encoder on the
semantic and syntactic probing tasks. Japanese
is a very distant language to English both in its
writing system and in its sentence structure (it is
an SOV language, where English is an SVO lan-
guage). However, despite these difference, the se-
mantic encoder strongly outperforms the English
language-specific encoder, suggesting that the un-
derlying meaning of the sentence is much better
captured by the semantic encoder.

5.3 Generation and Style Transfer

In this section, we qualitatively demonstrate the
ability of our model to generate sentences. We
focus on a style-transfer task where we have orig-
inal seed sentences from which we calculate our
semantic vector zs..,, and language specific vector
Zen. Specifically, we feed in a Source sentence into
the semantic encoder to obtain z,.,,, and another
Style sentence into the English language-specific
encoder to obtain z.,. We then generate a new
sentence using these two latent variables. This can
be seen as a type of style transfer where we expect
the model to generate a sentence that has the se-

Source | you know what i’ve seen?

Style he said, “since when is going fishing” had any-
thing to do with fish?”

Output | he said, “what is going to do with me since i
saw you?”

Source | guys, that was the tech unit.

Style is well, “capicci” ...

Output | is that what, “technician”?

Source | the pay is no good, but it’s money.

Style do we know cause of death?

Output | do we have any money?

Source | we’re always doing stupid things.

Style all right listen, i like being exactly where i am,

Output | all right, i like being stupid, but i am always
here.

Table 4: Style transfer generations from our learned
BGT model. Source refers to the sentence fed into
the semantic encoder, Style refers to the sentence fed
into the English language-specific encoder, and Output
refers to the text generated by our model.

mantics of the Source sentence and the style of the
Style sentence. We use our en—fr BGT model
from Table 3 and show some examples in Table 4.
All input sentences are from held-out en—fr Open-
Subtitles data. From these examples, we see further
evidence of the role of the semantic and language-
specific encoders, where most of the semantics (e.g.
topical word such as seen and fech in the Source
sentence) are reflected in the output, but length
and structure are more strongly influenced by the
language-specific encoder.

6 Conclusion

We propose Bilingual Generative Transformers, a
model that uses parallel data to learn to perform
source separation of common semantic informa-
tion between two languages from language-specific
information. We show that the model is able to ac-
complish this source separation through probing
tasks and text generation in a style-transfer setting.
We find that our model bests all baselines on unsu-
pervised semantic similarity tasks, with the largest
gains coming from a new challenge we propose
as Hard STS, designed to foil methods approxi-
mating semantic similarity as word overlap. We
also find our model to be especially effective on
unsupervised cross-lingual semantic similarity, due
to its stripping away of language-specific informa-
tion allowing for the underlying semantics to be
more directly compared. In future work, we will
explore generalizing this approach to the multi-
lingual setting, or applying it to the pre-train and
fine-tune paradigm used widely in other models
such as BERT.
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A Location of Sentence Embedding in
Decoder for Learning Representations

As mentioned in Section 2, we experimented with
4 ways to incorporate the sentence embedding into
the decoder: Word, Hidden, Attention, and Logit.
We also experimented with combinations of these
4 approaches. We evaluate these embeddings on
the STS tasks and show the results, along with the
time to train the models 1 epoch in Table 5.

For these experiments, we train a single layer
bidirectional LSTM (BiLSTM) ENGLISHTRANS
model with embedding size set to 1024 and hidden
states set to 512 dimensions (in order to be roughly
equivalent to our Transformer models). To form the
sentence embedding in this variant, we mean pool
the hidden states for each time step. The cell states
of the decoder are initialized to the zero vector.

Architecture STS | Time (s)
BiLSTM (Hidden) 54.3 1226
BiLSTM (Word) 67.2 1341
BIiLSTM (Attention) 68.8 1481
BiLSTM (Logit) 69.4 1603
BIiLSTM (Wd. + Hd.) 67.3 1377
BIiLSTM (Wd. + Hd. + Att.) 68.3 1669
BiLSTM (Wd. + Hd. + Log.) 69.1 1655
BiLSTM (Wd. + Hd. + Att. + Log.) | 68.9 1856

Table 5: Results for different ways of incorporating the
sentence embedding in the decoder for a BiLSTM on
the Semantic Textual Similarity (STS) datasets, along
with the time taken to train the model for 1 epoch. Per-
formance is measured in Pearson’s 7 x 100.

From this analysis, we see that the best perfor-
mance is achieved with Logit, when the sentence
embedding is place just prior to the softmax. The
performance is much better than Hidden or Hid-
den+Word used in prior work. For instance, re-
cently (Artetxe and Schwenk, 2018) used the Hid-
den+Word strategy in learning multilingual sen-
tence embeddings.

A.1 VAE Training

We also found that incorporating the latent code
of a VAE into the decoder using the Logit strategy
increases the mutual information while having little
effect on the log likelihood. We trained two LSTM
VAE models following the settings and aggressive
training strategy in (He et al., 2019), where one
LSTM model used the Hidden strategy and the
other used the Hidden + Logit strategy. We trained
the models on the en side of our en-fr data.
We found that the mutual information increased
form 0.89 to 2.46, while the approximate negative

log likelihood, estimated by importance weighting,
increased slightly from 53.3 to 54.0 when using
Logit.

B Relationship Between Batch Size and

Performance for Transformer and
LSTM

Performace Vs. Batch Size

—e— Transformer
—— LST™M

0.65 q

0.60 q

Avg. STS Performance

0.50 1

0 50000 100000 150000 200000 250000 300000
Batch size (Max Tokens Per Batch)

Figure 5: The relationship between average perfor-
mance for each year of the STS tasks 2012-2016 (Pear-
son’s 7 X 100) and batch size (maximum number of
words per batch).

It has been observed previously that the per-
formance of Transformer models is sensitive to
batch size (Popel and Bojar, 2018) . We found
this to be especially true when training sequence-
to-sequence models to learn sentence embeddings.
Figure 5 shows plots of the average 2012-2016 STS
performance of the learned sentence embedding
as batch size increases for both the BiLSTM and
Transformer. Initially, at a batch size of 2500 to-
kens, sentence embeddings learned are worse than
random, even though validation perplexity does
decrease during this time. Performance rises as
batch size increases up to around 100,000 tokens.
In contrast, the BILSTM is more robust to batch
size, peaking much earlier around 25,000 tokens,
and even degrading at higher batch sizes.

C Model Ablations

In this section, we vary the number of layers in
the encoder and decoder in BGT w/0 PRIOR. We
see that performance increases as the number of
encoder layers increases, and also that a large de-
coder hurts performance, allowing us to save train-
ing time by using a single layer. These results
can be compared to those in Table 7 showing that
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Data Split n BGT | SP

All 13,023 | 75.3 | 74.1

Negation 705 73.1 | 68.7

Bottom 20% SWER, label € [0,2] | 404 | 63.6 | 54.9

Bottom 10% SWER, label € [0, 1] 72 47.1 | 225

Top 20% SWER, label € [3, 5] 937 | 20.0 | 144

Top 10% SWER, label € [4, 5] 159 18.1 | 10.8
]

Top 20% SWER, label € [0, 2 1380 | 51.5 | 49.9
Bottom 20% SWER, label € [3,5] | 2079 | 43.0 | 42.2

Table 6: Performance, measured in Pearson’s r x 100, for different data splits of the STS data. The first row
shows performance across all unique examples, the next row shows the negation split, and the last four rows show
difficult examples filtered symmetric word error rate (SWER). The last two rows show relatively easy examples
according to SWER.

Architecture STS | Time (s)
Transformer (5L/1L) | 70.3 1767
Transformer (3L/1L) | 70.1 1548
Transformer (1L/1L) | 70.0 1244
Transformer (SL/SL) | 69.8 2799

Table 7: Results on the Semantic Textual Similarity
(STS) datasets for different configurations of ENGLISH-
TRANS, along with the time taken to train the model
for 1 epoch. (XL/YL) means X layers were used in the
encoder and Y layers in the decoder. Performance is
measured in Pearson’s r x 100.

Transformers outperform BiLSTMS in these exper-
iments.

D Hard STS

We show further difficult splits in Table 6, including
a negation split, beyond those used in Hard STS
and compare the top two performing models in the
STS task from Table 3. We also show easier splits
in the bottom of the table.
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