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Abstract

The embeddings of entities in a large knowl-
edge base (e.g., Wikipedia) are highly benefi-
cial for solving various natural language tasks
that involve real world knowledge. In this
paper, we present Wikipedia2Vec, a Python-
based open-source tool for learning the embed-
dings of words and entities from Wikipedia.
The proposed tool enables users to learn the
embeddings efficiently by issuing a single
command with a Wikipedia dump file as an
argument. We also introduce a web-based
demonstration of our tool that allows users to
visualize and explore the learned embeddings.
In our experiments, our tool achieved a state-
of-the-art result on the KORE entity related-
ness dataset, and competitive results on var-
ious standard benchmark datasets. Further-
more, our tool has been used as a key com-
ponent in various recent studies. We publi-
cize the source code, demonstration, and the
pretrained embeddings for 12 languages at
https://wikipedia2vec.github.io.

1 Introduction

Entity embeddings, i.e., vector representations of
entities in knowledge base (KB), have played a vi-
tal role in many recent models in natural language
processing (NLP). These embeddings provide rich
information (or knowledge) regarding entities avail-
able in KB using fixed continuous vectors. They
have been shown to be beneficial not only for tasks
directly related to entities (e.g., entity linking (Ya-
mada et al., 2016; Ganea and Hofmann, 2017)) but
also for general NLP tasks (e.g., text classification
(Yamada and Shindo, 2019), question answering
(Poerner et al., 2019)). Notably, recent studies have
also shown that these embeddings can be used to
enhance the performance of state-of-the-art con-
textualized word embeddings (i.e., BERT (Devlin
et al., 2019)) on downstream tasks (Zhang et al.,
2019; Peters et al., 2019; Poerner et al., 2019).

In this work, we present Wikipedia2Vec, a
Python-based open source tool for learning the em-
beddings of words and entities easily and efficiently
from Wikipedia. Due to its scale, availability in
a variety of languages, and constantly evolving
nature, Wikipedia is commonly used as a KB to
learn entity embeddings. Our proposed tool jointly
learns the embeddings of words and entities, and
places semantically similar words and entities close
to one another in the vector space. In particular, our
tool implements the word-based skip-gram model
(Mikolov et al., 2013a,b) to learn word embeddings,
and its extensions proposed in Yamada et al. (2016)
to learn entity embeddings. Wikipedia2Vec enables
users to train embeddings by simply running a sin-
gle command with a Wikipedia dump file as an
input. We highly optimized our implementation,
which makes our implementation of the skip-gram
model faster than the well-established implementa-
tion available in gensim (Řehůřek and Sojka, 2010)
and fastText (Bojanowski et al., 2017).

Experimental results demonstrated that our tool
achieved enhanced quality compared to the exist-
ing tools on several standard benchmarks. Notably,
our tool achieved a state-of-the-art result on the
entity relatedness task based on the KORE dataset.
Due to its effectiveness and efficiency, our tool has
been successfully used in various downstream NLP
tasks, including entity linking (Yamada et al., 2016;
Eshel et al., 2017; Chen et al., 2019), named en-
tity recognition (Sato et al., 2017; Lara-Clares and
Garcia-Serrano, 2019), question answering (Ya-
mada et al., 2018b; Poerner et al., 2019), knowl-
edge graph completion (Shah et al., 2019), para-
phrase detection (Duong et al., 2019), fake news
detection (Singh et al., 2019), and text classification
(Yamada and Shindo, 2019).

We also introduce a web-based demonstration
of our tool that visualizes the embeddings by plot-
ting them onto a two- or three-dimensional space

https://wikipedia2vec.github.io
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using dimensionality reduction algorithms. The
demonstration also allows users to explore the em-
beddings by querying similar words and entities.

The source code has been tested on Linux, Win-
dows, and macOS, and released under the Apache
License 2.0. We also release the pretrained em-
beddings for 12 languages (i.e., English, Arabic,
Chinese, Dutch, French, German, Italian, Japanese,
Polish, Portuguese, Russian, and Spanish).

The main contributions of this paper are summa-
rized as follows:
• We present Wikipedia2Vec, a tool for learning

the embeddings of words and entities easily and
efficiently from Wikipedia.
• Our tool achieved a state-of-the-art result on the

KORE entity relatedness dataset, and performed
competitively on the various benchmark datasets.
• We present a web-based demonstration that al-

lows users to explore the learned embeddings.
• We publicize the code, demonstration, and

the pretrained embeddings for 12 languages at
https://wikipedia2vec.github.io.

2 Related Work

Many studies have recently proposed methods to
learn entity embeddings from a KB (Hu et al., 2015;
Li et al., 2016; Tsai and Roth, 2016; Yamada et al.,
2016, 2017, 2018a; Cao et al., 2017; Ganea and
Hofmann, 2017). These embeddings are typically
based on conventional word embedding models
(e.g., skip-gram (Mikolov et al., 2013a)) trained
with data retrieved from a KB. For example, Ris-
toski et al. (2018) proposed RDF2Vec, which learns
entity embeddings using the skip-gram model with
inputs generated by random walks over the large
knowledge graphs such as Wikidata and DBpe-
dia. Furthermore, a simple method that has been
widely used in various studies (Yaghoobzadeh and
Schutze, 2015; Yamada et al., 2017, 2018a; Al-
Badrashiny et al., 2017; Suzuki et al., 2018) trains
entity embeddings by replacing the entity annota-
tions in an input corpus with the unique identifier
of their referent entities, and feeding the corpus
into a word embedding model (e.g., skip-gram).
Two open-source tools, namely Wiki2Vec1 and
Wikipedia Entity Vectors,2 have implemented this
method. Our proposed tool is based on Yamada
et al. (2016), which extends this idea by using

1https://github.com/idio/wiki2vec
2https://github.com/singletongue/

WikiEntVec

$ wget https://dumps.wikimedia.org/enwiki/latest/
enwiki-latest-pages-articles.xml.bz2

$ wikipedia2vec train enwiki-latest-pages-articles.
xml.bz2 MODEL_FILE

Figure 1: Shell commands to train embeddings from
the latest English Wikipedia dump.

>>> from wikipedia2vec import Wikipedia2Vec
>>> model = Wikipedia2Vec.load(MODEL_FILE)
>>> model.get_entity_vector("Scarlett Johansson")
memmap([-0.1979, 0.3086, ..., ], dtype=float32)
>>> model.get_word_vector("tokyo")
memmap([ 0.0161, -0.0332, ..., ], dtype=float32)
>>> model.most_similar(model.get_entity("Python (

programming language)"))[:3]
[(<Word python>, 0.7265),
(<Entity Ruby (programming language)>, 0.6856),
(<Entity Perl>, 0.6794)]

Figure 2: An example that uses the Wikipedia2Vec em-
beddings on a Python interactive shell.

neighboring entities connected by internal hyper-
links of Wikipedia as additional contexts to train
the model. Note that we used the RDF2Vec and
Wiki2Vec as baselines in our experiments, and
achieved enhanced empirical performance over
these tools on the KORE dataset. Additionally,
there have been various relational embedding mod-
els proposed (Bordes et al., 2013; Wang et al., 2014;
Lin et al., 2015) that aim to learn the entity repre-
sentations that are particularly effective for knowl-
edge graph completion tasks.

3 Overview

Wikipedia2Vec is an easy-to-use, optimized tool
for learning embeddings from Wikipedia. This
tool can be installed using the Python’s pip
tool (pip install wikipedia2vec). Em-
beddings can be learned easily by running
the wikipedia2vec train command with a
Wikipedia dump file3 as an argument. Figure 1
shows the shell commands that download the latest
English Wikipedia dump file and run training of the
embeddings based on this dump using the default
hyper-parameters.4 Furthermore, users can easily
use the learned embeddings. Figure 2 shows the
example Python code that loads the learned embed-
ding file, and obtains the embeddings of an entity
Scarlett Johansson and a word tokyo, as well as the
most similar words and entities of an entity Python.

3The dump file can be downloaded at Wikimedia Down-
loads: https://dumps.wikimedia.org

4The train command has many optional hyper-parameters
that are described in detail in the documentation.

https://wikipedia2vec.github.io
https://github.com/idio/wiki2vec
https://github.com/singletongue/WikiEntVec
https://github.com/singletongue/WikiEntVec
https://dumps.wikimedia.org
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Figure 3: Wikipedia2Vec learns embeddings by jointly optimizing word-based skip-gram, anchor context, and link
graph models.

3.1 Model

Wikipedia2Vec implements the conventional skip-
gram model (Mikolov et al., 2013a,b) and its ex-
tensions proposed in Yamada et al. (2016) to map
words and entities into the same d-dimensional vec-
tor space. The skip-gram model is a neural network
model with a training objective to find embeddings
that are useful for predicting context items (i.e.,
words or entities in this paper) given each item.
The loss function of the model is defined as:

Ls = −
∑
oi∈O

∑
oc∈Coi

logP (oc|oi), (1)

where O is a set of all items (i.e., words or entities),
Co is the set of context items of o, and the condi-
tional probability logP (oc|oi) is defined using the
following softmax function:

P (oc|oi) =
exp(Voi

>Uoc)∑
o∈O exp(Voi

>Uo)
, (2)

where Vo ∈ Rd and Uo ∈ Rd denote the embed-
dings of item o in embedding matrices V and U,
respectively.

Our tool learns the embeddings by jointly opti-
mizing the three skip-gram-based sub-models de-
scribed below (see also Figure 3). Note that the
matrices V and U contain the embeddings of both
words and entities.

Word-based Skip-gram Model Given each
word in a Wikipedia page, this model learns word
embeddings by predicting the neighboring words
of the given word. Formally, given a sequence
of words w1, w2, ..., wN , the loss function of this
model is defined as follows:

Lw = −
N∑
i=1

∑
−c≤j≤c,j 6=0

logP (wi+j |wi), (3)

where c is the size of the context words, and
P (wi+j |wi) is computed based on Eq.(2).

Anchor Context Model This model aims to
place similar words and entities close to one an-
other in the vector space using hyperlinks and their
neighboring words in Wikipedia. From a given
Wikipedia page, the model extracts the referent
entity and surrounding words (i.e., previous and
next c words) from each hyperlink in the page,
and learns embeddings by predicting surrounding
words given each entity. Consequently, the loss
function of this model is defined as follows:

La = −
∑

(ei,Q)∈A

∑
wc∈Q

logP (wc|ei), (4)

where A denotes a set of all hyperlinks in
Wikipedia, each containing a pair of a referent
entity ei and a set of surrounding words Q, and
P (wc|ei) is computed based on Eq.(2).

Link Graph Model This model aims to learn
entity embeddings by predicting the neighboring
entities of each entity in the Wikipedia’s link graph–
an undirected graph whose nodes are entities and
the edges represent the presence of hyperlinks be-
tween the entities. We create an edge between a
pair of entities if the page of one entity has a hy-
perlink to that of the other entity, or if both pages
link to each other. The loss function of this model
is defined as:

Le = −
∑
ei∈E

∑
eo∈Cei

logP (eo|ei), (5)

where E is the set of all entities in the vocabulary,
and Ce is the neighboring entities of entity e in the
link graph, and P (eo|ei) is computed by Eq.(2).

Finally, we define the loss function of our model
by linearly combining the three loss functions de-
scribed above:

L = Lw + La + Le (6)

The training is performed by minimizing this loss
function using stochastic gradient descent. We use
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negative sampling (Mikolov et al., 2013b) to con-
vert the softmax function (Eq.(2)) into computa-
tionally feasible ones. The resulting matrix V is
used as the learned embeddings.

3.2 Automatic Generation of Hyperlinks
Because Wikipedia instructs its contributors to cre-
ate a hyperlink only at the first occurrence of the
entity name on a page, many entity names do not
appear as hyperlinks. This is problematic for our
anchor context model because it uses hyperlinks as
a source to learn the embeddings.

To address this problem, our tool automatically
generates hyperlinks using a mention-entity dic-
tionary that maps entity names (e.g., “apple”) to
its possible referent entities (e.g., Apple Inc. or
Apple (food)) (see Section 4 for details). Our tool
extracts all words and phrases from a Wikipedia
page and converts each into a hyperlink to an entity
if either the entity is referred to by a hyperlink on
the same page, or there is only one referent entity
associated with the name in the dictionary.

4 Implementation

Our tool is implemented in Python and most of its
code is compiled into C++ using Cython (Behnel
et al., 2011) to optimize the run-time performance.

As described in Section 3.1, our link graph and
anchor context models are based on the hyperlinks
in Wikipedia. Because Wikipedia contains numer-
ous hyperlinks, it is challenging to use them ef-
ficiently. To address this, we introduce two opti-
mized components–link graph matrix and mention-
entity dictionary–that are used during training.

Link Graph Matrix During training, our link
graph model needs to obtain numerous neighbor-
ing entities of an entity in a large link graph of
Wikipedia. To reduce latency, this component
stores the entire graph in the memory using the
binary sparse matrix in the compressed sparse row
(CSR) format, in which its rows and columns rep-
resent entities and its values represent the presence
of hyperlinks between corresponding entity pairs.
Because the size of this matrix is typically small,
it can easily be stored on the memory.5 Note that
given a row index in the CSR matrix, the time com-
plexity of obtaining its non-zero column indices
(corresponding to the neighboring entities of the
entity that corresponds to the row index) is O(1).

5The size of the matrix of English Wikipedia is less than
500 megabytes with our default hyper-parameter settings.

Mention-entity Dictionary A mention-entity
dictionary is used to generate hyperlinks described
in Section 3.2. The dictionary maps entity names to
their possible referent entities and is created based
on the names and their referent entities obtained
from all hyperlinks in Wikipedia. Our tool extracts
all words and phrases from a Wikipedia page that
are included in the dictionary containing a large
number of entity names. To implement this in an
efficient manner, we use the Aho–Corasick algo-
rithm, which is an efficient string search algorithm
using finite state machine constructed from all en-
tity names. After detecting the words and phrases
in the dictionary, our tool converts them to hyper-
links based on heuristics described in Section 3.2.

The embeddings are trained by simultaneously
iterating over pages in Wikipedia and entities in
the link graph in a random order. The texts and
hyperlinks in each page are extracted using the mw-
parserfromhell MediaWiki parser.6 We do not use
semi-structured data such as tables and infoboxes.
We also generate hyperlinks using the mention-
entity dictionary. We store the embeddings as a
float matrix in a shared memory and update it using
multiple processes. Linear algebraic operations re-
quired to learn embeddings are implemented using
C functions in Basic Linear Algebra Subprograms
(BLAS).

Additionally, our tool uses a tokenizer to de-
tect words from a Wikipedia page. The following
four tokenizers are currently implemented in our
tool: (1) the multi-lingual ICU tokenizer7 that im-
plements the unicode text segmentation algorithm
(Davis, 2019), (2) a simple rule-based tokenizer
that splits the text using white space characters,
(3) the Jieba tokenizer8 for Chinese, and (4) the
MeCab tokenizer9 for Japanese and Korean.

5 Experiments

We conducted experiments to compare the quality
and efficiency of our tool with those of the existing
tools. To evaluate the quality of the entity embed-
dings, we used the KORE entity relatedness dataset
(Hoffart et al., 2012). The dataset consists of 21
entities, and each entity has 20 related entities with
scores assessed by humans. Following past work,
we reported the Spearman’s rank correlation co-

6https://github.com/earwig/
mwparserfromhell

7http://site.icu-project.org
8https://github.com/fxsjy/jieba
9https://taku910.github.io/mecab

https://github.com/earwig/mwparserfromhell
https://github.com/earwig/mwparserfromhell
http://site.icu-project.org
https://github.com/fxsjy/jieba
https://taku910.github.io/mecab
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Name Score
Ours 0.71
Ours (w/o link graph model) 0.61
Ours (w/o hyperlink generation) 0.69
RDF2Vec (Ristoski et al., 2018) 0.69
Wiki2vec 0.52

Table 1: The results of Wikipedia2Vec and the baseline
entity embeddings on the KORE dataset.

efficient between the gold scores and the cosine
similarity between the entity embeddings. We used
two popular entity embedding tools, RDF2Vec (Ris-
toski et al., 2018) and Wiki2vec, as baselines.

We also evaluated the quality of the word em-
beddings by employing two standard tasks: (1) a
word analogy task using the semantic subset (SEM)
and syntactic subset (SYN) of the Google Word
Analogy data set (Mikolov et al., 2013a), and (2)
a word similarity task using two standard datasets,
namely SimLex-999 (SL) (Hill et al., 2015) and
WordSim-353 (WS) (Finkelstein et al., 2002). Fol-
lowing past work, we reported the accuracy for
the word analogy task, and the Spearman’s rank
correlation coefficient between the gold scores and
the cosine similarity between the word embeddings
for the word similarity task. As baselines for these
tasks, we used the skip-gram model (Mikolov et al.,
2013a) implemented in the gensim library 3.6.0
(Řehůřek and Sojka, 2010) and the extended skip-
gram model implemented in the fastText tool 0.1.0
(Bojanowski et al., 2017). We used WikiExtrac-
tor10 to create the training corpus for baselines.
To the extent possible, we used the same hyper-
parameters to train our models and the baselines.11

We also reported the time required for train-
ing using our tool and the baseline word embed-
ding tools. Note that the training of RDF2Vec and
Wiki2vec tools are implemented using gensim.

We conducted experiments using Python 3.6 and
OpenBLAS 0.3.3 installed on the c5d.9xlarge in-
stance with 36 CPU cores deployed on Amazon
Web Services. To train our models and the baseline
word embedding models, we used the April 2018
version of the English Wikipedia dump.

5.1 Results

Table 1 shows the results of our models and the
baseline entity embedding models of the KORE

10https://github.com/attardi/
wikiextractor

11We used the following settings: dim size = 500,
window = 5, negative = 5, iteration = 5

SEM SYN SL WS Time
Ours 0.79 0.68 0.40 0.71 276min
Ours (w/o link graph model) 0.77 0.67 0.39 0.70 170min
Ours (w/o hyperlink generation) 0.79 0.67 0.39 0.72 211min
Ours (word-based skip-gram) 0.75 0.67 0.36 0.70 154min
gensim (Řehůřek and Sojka, 2010) 0.75 0.67 0.37 0.70 197min
fastText (Bojanowski et al., 2017) 0.63 0.70 0.37 0.69 243min

Table 2: The results of Wikipedia2Vec and the baseline
word embeddings on the word analogy and word simi-
larity datasets.

dataset.12 w/o link graph model and w/o hyper-
link generation are the results of ablation studies
disabling the link graph model and automatic gen-
eration of hyperlinks, respectively.

Our model successfully outperformed the
RDF2Vec and Wiki2vec models and achieved a
state-of-the-art result on the KORE dataset. The
results also indicated that the link graph model and
automatic generation of hyperlinks improved the
performance of the KORE dataset.

Table 2 shows the results of our models with the
baseline word embedding models on the word anal-
ogy and word similarity datasets. We also tested
the performace of the word-based skip-gram model
implemented in our tool by disabling the link graph
and anchor context models.

Our model performed better than the baseline
word embedding models on the SEM dataset, as
well as on both word similarity datasets. This
demonstrates that the semantic signals of entities
provided by the link graph and anchor context mod-
els are beneficial for improving the quality of word
embeddings. Additionally, the feature of the auto-
matic generation of hyperlinks did not generally
contribute to the performance on these datasets.

Our implementation of the word-based skip-
gram model was substantially faster than gensim
and fastText. Furthermore, the training time of our
full model was comparable to that of the baseline
word embedding models.

6 Interactive Demonstration

We developed a web-based interactive demonstra-
tion that enables users to explore the embeddings
of words and entities learned by our proposed tool
(see Figure 4). This demonstration enables users
to visualize the embeddings onto a two- or three-
dimensional space using three dimensionality re-
duction algorithms, namely t-distributed stochastic

12We obtained the results of the RDF2Vec and Wiki2vec
models from Ristoski et al. (2018).

https://github.com/attardi/wikiextractor
https://github.com/attardi/wikiextractor
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Figure 4: The screenshot of our web-based demonstration. Users can select the target embeddings (top left),
configure the dimensionality reduction algorithm (bottom left), explore the visualized embeddings (center), and
query similar words and entities based on an arbitrary word or an entity (right).

neighbor embedding (t-SNE) (Maaten and Hinton,
2008), uniform manifold approximation and projec-
tion (UMAP) (McInnes et al., 2018), and principal
component analysis (PCA). Users can move around
the visualized embedding space by dragging and
zooming using the mouse. Moreover, the demon-
stration also allows users to explore the embed-
dings by querying similar items (words or entities)
of an arbitrary item.

We used the pretrained embeddings of 12 lan-
guages released with this paper as the target embed-
dings. Furthermore, we also provided the English
embeddings trained without the link graph model
to allow users to qualitatively investigate how the
link graph model affects the resulting embeddings.

Our demonstration is developed by extending the
TensorFlow Embedding Projector.13 The demon-
stration is available at https://wikipedia2vec.
github.io/demo.

7 Use Cases

The embeddings learned using our proposed tool
have already been used effectively in various recent
studies. Poerner et al. (2019) have recently demon-
strated that by combining BERT with the entity
embeddings trained by our tool outperforms BERT
and knowledge-enhanced contextualized word em-
beddings (i.e., ERNIE (Zhang et al., 2019)) on
unsupervised question answering and relation clas-
sification tasks, without any computationally ex-
pensive additional pretraining of BERT. Yamada

13https://projector.tensorflow.org

et al. (2018b) developed a neural network-based
question answering system based on our tool, and
won a competition held by the NIPS 2017 con-
ference. Sato et al. (2017), Chen et al. (2019),
and Yamada and Shindo (2019) achieved state-of-
the-art results on named entity recognition, entity
linking, and text classification tasks, respectively,
based on the embeddings learned by our tool. Fur-
thermore, Papalampidi et al. (2019) proposed a
neural network model of analyzing the plot struc-
ture of movies using the entity embeddings learned
by our tool. Other examples include entity linking
(Yamada et al., 2016; Eshel et al., 2017), named
entity recognition (Lara-Clares and Garcia-Serrano,
2019), paraphrase detection (Duong et al., 2019),
fake news detection (Singh et al., 2019), and knowl-
edge graph completion (Shah et al., 2019).

8 Conclusions

In this paper, we present Wikipedia2Vec, an open-
source tool for learning the embeddings of words
and entities easily and efficiently from Wikipedia.
Our experiments demonstrate the superiority of
the proposed tool in terms of the quality of the
embeddings and the efficiency of the training com-
pared to the existing tools. Furthermore, our tool
has been effectively used in many recent state-of-
the-art models, which indicates the effectiveness
of our tool on downstream tasks. We also intro-
duce a web-based interactive demonstration that
enables users to explore the learned embeddings.
The source code and the pre-trained embeddings
for 12 languages are released with this paper.

https://wikipedia2vec.github.io/demo
https://wikipedia2vec.github.io/demo
https://projector.tensorflow.org
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