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Abstract

Corpus-based approaches to machine trans-
lation (MT) have difficulties when the
amount of parallel corpora to use for train-
ing is scarce, especially if the languages
involved in the translation are highly in-
flected. This problem can be addressed
from different perspectives, including data
augmentation, transfer learning, and the use
of additional resources, such as those used
in rule-based MT (RBMT). This paper fo-
cuses on the hybridisation of RBMT and
neural MT (NMT) for the Breton–French
under-resourced language pair in an attempt
to study to what extent the RBMT resources
help improve the translation quality of the
NMT system. We combine both translation
approaches in a multi-source NMT archi-
tecture and find out that, even though the
RBMT system has a low performance ac-
cording to automatic evaluation metrics, us-
ing it leads to improved translation quality.

1 Introduction

Corpus-based approaches to machine translation
(MT), such as neural MT (NMT), struggle when
the size of the available parallel corpora for a given
language pair is scarce (Koehn and Knowles, 2017).
Even though the problem can be partially mitigated
with accurate hyper-parameter tuning (Sennrich and
Zhang, 2019), taking advantage of additional re-
sources can help to further improve the quality of
the system.

Monolingual texts in both languages can be lever-
aged with the help of back-translation (Sennrich et
al., 2016a; Hoang et al., 2018) to generate synthetic
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parallel corpora. It is also possible to use only
monolingual corpora and follow an unsupervised
NMT approach (Artetxe et al., 2018). Parallel cor-
pora from related language pairs can also be lever-
aged thanks to multilingual NMT (Johnson et al.,
2017) and other forms of transfer learning (Kocmi
and Bojar, 2018).

In addition to the use of corpora, linguistic re-
sources can also be used to improve NMT. If mor-
phological analysers or syntactic parsers are avail-
able, they can be used to build a richer represen-
tation of the words being translated (Sennrich and
Haddow, 2016; Nadejde et al., 2017). Even full
rule-based MT (RBMT) systems can be combined
with NMT in order to build hybrid systems (Huang
et al., 2020).

In this work, we focus on an under-resourced lan-
guage pair: Breton–French, and study mechanisms
to build a hybrid system by combining NMT with
the Breton–French system built with the Apertium
RBMT platform (Forcada et al., 2011).

We aim at producing sentences that combine
knowledge extracted from the parallel corpus and
from the RBMT system. Hence, we go beyond
approaches that simply choose the best system (ei-
ther RBMT or NMT) for each input sentence (see
below). We use multi-source NMT and formalise
the problem of combining both sources of knowl-
edge as an automatic post-editing (Chatterjee et al.,
2018) problem. In this way, we are able to explore
different ways of generating the RBMT output, us-
ing different resources, to study which resources
are more useful for the hybrid approach.

The rest of the paper is organised as follows.
The remainder of this section lists previous works
related to the hybridisation of RBMT and corpus-
based systems, including approaches for integrating
external bilingual segments into NMT. Section 2
then explains the resources available for Breton–



French and the challenges of translating between
Breton and French. Section 3 describes the hybrid
architecture chosen. Section 4 presents the experi-
ments carried out and discusses the results obtained.
The paper ends with some concluding remarks.

Hybrid systems combining rule-based and
corpus-based approaches. The creation of hy-
brid systems combining RBMT and statistical MT
(SMT) has been explored by many authors. The
most relevant approach for this work (Tyers, 2009)
enlarged the training corpus of an SMT system
with 116,500 sentence pairs made up of all pos-
sible inflected Breton forms and their inflected
French translations as present in an earlier version
of the Apertium Breton–French system we are us-
ing. Schwenk et al. (2009) followed a similar ap-
proach for other language pairs. More sophisticated
approaches (Eisele et al., 2008; Enache et al., 2012;
Sánchez-Cartagena et al., 2016) involve modifying
the SMT architecture.

Concerning the combination of RBMT and NMT,
a relevant line of research involves choosing the
best output (either RBMT or NMT) for each source
sentence. For instance, Huang et al. (2020) propose
training an automatic classifier for this task and use
some features to help predict how difficult is the
source sentence for each system: for instance, the
degree of morphological and syntactic ambiguity is
useful to estimate how difficult is the sentence for
the RBMT system, while the token frequency on the
training corpus can help to assess how difficult it is
for the NMT system. Similarly, Singh et al. (2019)
use confidence scores computed for each system
to choose the best alternative for each source sen-
tence. Torregrosa et al. (2019) experimented with
the integration of RBMT bilingual dictionaries and
syntactic parsers into NMT without success.

Finally, the multi-source architecture studied
in this paper has been preliminary explored
by Sánchez-Cartagena et al. (2019). The main
differences with this work are: i) they did not
study the impact of the different components of
the RBMT system; and ii) they did not perform a
hyper-parameter search, which could explain the
poor performance of their transformer systems. In
addition, we conduct an automatic analysis of the
errors produced by our hybrid approach.

Integration of bilingual segments into NMT.
The integration of bilingual segments, which could
be produced by an RBMT system, into an NMT sys-
tem has received some attention recently. One of
the first approaches (Arthur et al., 2016), which can

only be applied to single-token bilingual segments,
used the attention weights of a recurrent attentional
encoder–decoder (Bahdanau et al., 2015) model to
decide the target language (TL) word translation
probabilities that needed to be boosted in the fi-
nal softmax layer. Tang et al. (2016) and Wang et
al. (2017) relied on a phrase memory for NMT that
could contain multiple-token bilingual segments.
They modelled decoding as a mixture of two pro-
cesses: generating a word with the standard NMT
model, or introducing a phrase from the phrase
memory. Zhang et al. (2017) formalised the strategy
of Tang et al. (2016) as a posterior regularization
approach (Ganchev et al., 2010). Feng et al. (2018)
designed a phrase attention mechanism that could
be used either without additional supervision or
with an external bilingual lexicon. Another related
line of research modifies the beam search algorithm
to meet some terminological constraints (Chatterjee
et al., 2017; Post and Vilar, 2018).

2 Breton–French machine translation

The Breton language (Brezhoneg in Breton) is a
Celtic language of the Brittonic group that is spo-
ken in the west of Brittany (Breizh Izel or “Lower
Brittany”) in France, and the main language with
which it has contact is French, the only official lan-
guage; in fact, Breton, spoken by about 200,000
people, has virtually no legal recognition in France.

Resources for Breton: Programs like Firefox,
Google applications and some Microsoft programs
have been localized and there is a 70,000-page Bre-
ton Wikipedia. There is little software dedicated
to Breton; most of it free/open-source, such as
the Apertium MT system and the LanguageTool
spelling and grammar checker. This software and
services such as the Freelang online dictionary1 are
based on linguistic resources such as morphological
analyzers, monolingual and bilingual dictionaries.
As for bilingual text corpora, today OPUS2 con-
tains about 400,000 sentence pairs, most of them
very specialized, in the field of computer science.

The Apertium Breton–French system: The
Apertium platform3 contains an MT system de-
signed to allow French-speaking readers to access
written Breton content (gisting).4 This MT system
1https://www.freelang.com/enligne/breton.
php
2http://opus.nlpl.eu
3http://www.apertium.org
4Developers deliberately chose not develop French–Breton MT,
deeming it too risky in terms of the socio-linguistic situation,
as users would assume the machine-translated Breton to be



(Tyers, 2010), the only one in the world for Bre-
ton, was released in May 2009 as the result of the
joint efforts of the Ofis ar Brezhoneg,5 the Spanish
company Prompsit Language Engineering, and the
Universitat d’Alacant and is based on the Apertium
platform (Forcada et al., 2011). Dictionary develop-
ment started with the free dictionaries for Breton in
Lexilogos.6 Development of the Apertium Breton–
French MT system slowly continues. The quality of
the French generated is not suitable for publishing,
but may be used to get a rough idea of the meaning
of a Breton text.

Automatic inference of translation rules for
Breton–French: There have been attempts to im-
prove the Apertium Breton–French system in an un-
supervised way. In particular, Sánchez-Cartagena et
al. (2015) proposed an algorithm for the automatic
inference of shallow-transfer rules from small par-
allel corpora and existing RBMT dictionaries.The
result of applying the algorithm to the Apertium
Breton–French system using just the parallel data
prepared by Tyers (2009) was a set of rules whose
quality, as measured by automatic MT evaluation
metrics, was close to the existing hand-crafted ones.

3 System architecture

We propose combining the explicit linguistic knowl-
edge encoded in the Breton–French Apertium sys-
tem with the implicit knowledge encoded in a par-
allel corpus by means of multi-source NMT (Zoph
and Knight, 2016). Given a source-language (SL)
sentence to be translated, our proposed architec-
ture proceeds as follows (see Figure 1): First, the
SL sentence is translated with the RBMT system;
then the original SL sentence and its RBMT trans-
lation are passed as inputs to the multi-source NMT
system, which produces the final translation. At
training time, the SL side of the parallel sentences
in the training corpus is translated with Apertium
to obtain a “trilingual” parallel corpus. As it is
common practice, the multi-source system works
on byte-pair-encoding (BPE) sub-word units (Sen-
nrich et al., 2016b) obtained from both inputs and
the output together.

With this architecture, we expect the NMT sys-
tem to learn to translate from the SL text with help
from the RBMT output. It could also be seen the
other way round: the NMT system postedits the

good and use it improperly as if it were correct (Jakez, 2009
personal communication).
5Now Ofis Publik ar Brezhoneg
6https://www.lexilogos.com/breton_
dictionnaire.htm
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 Two submissions to the  English  Kazakh→ Kazakh  (en  → kk) 
news translation task

 Constrained: Neural MT (NMT) 
 Unconstrained: NMT + rule-based (RBMT)

 Challenges:
 Data scarcity: lack of in-domain (news) parallel data
 Complex morphology of Kazakh
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pre-processing

 Normalization, tokenization,  truecasing
 Removal of sentence pairs if either side 

has more than 80 tokens
 Only for web crawled corpora:

 Removal of unaligned sentence pairs 
with Bicleaner

 Removal of sentences with less than 
50% of alphabetic characters

● Filtering with a character LM trained 
on news

Morphological segmentation applied to 
the Kazakh corpora with the Apertium 
morphological analyzer:

Word:                    университетiнiңiң
Analysis:              университет-        
               n.px3sp.gen
Segmentation:  университет@@ iнiңiң

 More than one analysis whose lemma is 
a prefix of the word →  disambiguate 
with Morfessor

 Word not known by the analyzer →  
generate as many analyses as known 
Kazakh suffixes match the word

 Joint SL-TL BPE applied after 
segmentation

Methods
 Data augmentation

 Monolingual corpora  iterative backtranslation→ 
 Parallel corpora  transfer learning and pivot → 

backtranslation

 Integration of linguistic information
 Morphological segmentation
 Hybridization with Apertium en→ kk RBMT 

Conclusions

segmentation

transformer
RNN

+
RBMT

weighted
ensembling

Task results

parallel corpus pair # raw
sentences 

# clean
sentences

News Commentary en-kk 7.7k 7.4k

Wikititles en-kk 117k 113k

Web crawled en-kk 97.6k 27.2k

Web crawled kk-ru 4.5M 4.4M

WMT19 data en-ru 31.7M 31.1M

 Transfer learning, multilingual MT 
and backtranslation allowed us to 
take advantage of additional data

 Multi-source MT is useful to mix 
RBMT and NMT, but Transformer 
multi-source architectures need to 
be thoroughly evaluated

en-kk data
augmentation

monolingual 
corpus language # raw

sentences 
# clean

sentences
News Crawl kk 783k 783k

Wiki dumps kk 1.7M 1.7M

Common Crawl kk 10.9M 5.4M

News Crawl en 200M 200M

Multi-source
NMT

fr 
translation

br
text

fr text

Apertium

Data augmentation from other language 
pairs:

 Transfer learning from a high-resource 
pair/multilingual system

 Pivot + finetune: generate a synthetic 
en-kk corpus by translating the ru side 
of the Web Crawled kk-ru corpus, 
concatenate and finetune on genuine 
en-kk corpora

Iterative backtranslation:
1) Build en→ kk, kk→ en systems without 

backtranslated data
2) Translate en, kk monolingual data*
3) Train systems with backtranslated data
4) Go to step 2

* en size started at 5M sentsences and 
was doubled after each loop

Evaluation (half of newsdev2019):

system BLEU chrF++
single Transformer 9.57 39.76
single RNN 8.43 37.24
single RNN +Apertium 8.68 37.99
constrained submission 9.97 40.28
unconstrained submission 9.90 40.31

strategy (en  → Kazakh kk) backtr.
iteration

BLEU chrF++

only parallel 0 4.36 27.80
transfer ru→ kk 0 10.22 39.93

transfer en→ ru 0 9.66 39.67

transfer en→ ru,ru→ kk 0 11.81 42.87
pivot + finetune 0 11.80 42.86

transfer en→ ru,ru→ kk 1 12.63 44.46
pivot + finetune 1 13.46 44.99

pivot + finetune 2 13.79 45.24
Automatic evaluation of submissions 
on newstest2019

● constrained: 2 Transformer + 2 RNN 
checkpoints

● unconstrained: 2 Transformer + 2 
hybrid checkpoints

 No differences between our 
submissions

 Automatic evaluation (chrF++): 2nd 

position
  Human evaluation: 1st position (no 

other submission in the same cluster)

Figure 1: Multi-source NMT approach followed to integrate
the linguistic knowledge encoded in the Apertium Breton–
French RBMT system.

RBMT output with the help of the SL sentence. In
fact, this architecture has been successfully applied
for automatic post-editing (Junczys-Dowmunt and
Grundkiewicz, 2018).

The Apertium architecture as well as the multi-
source NMT architecture used in our experiments
are described in the remainder of this section.

3.1 Apertium rule-based machine translation
Apertium is a free/open-source RBMT system that
follows a shallow-transfer architecture. What fol-
lows is brief description of its modules; for a com-
plete description of the system we refer the reader
to the work by Forcada et al. (2011).

• A morphological analyser segments the text
in surface forms (words, or, where detected,
multi-word lexical units) and delivers, for each
one, one or more lexical forms consisting of
lemma, lexical category and morphological
inflection information.
• A part-of-speech tagger, which combines a

constraint grammar (Karlsson et al., 1995)
with a first-order hidden Markov model (Cut-
ting et al., 1992), selects the most likely lexical
form corresponding to an ambiguous surface
form.
• A lexical transfer module which reads each

SL lexical form and delivers the corresponding
TL lexical form by looking it up in a bilingual
dictionary.
• A shallow structural transfer module that per-

forms syntactic operations on the sequence of
lexical forms to improve the grammaticality
of the output.7

• A morphological generator which delivers a
TL surface form for each TL lexical form, by
suitably inflecting it.

7This shallow model does not rely on a full parse tree of the
whole sentence and, therefore, RBMT systems that perform
full syntactic analysis are more effective than Apertium when
dealing, for instance, with long-range reorderings.



• A post-generator which performs inter-word
orthographic operations: contractions, elisions
marked by apostrophes, etc.8

3.2 Multi-source neural machine translation
We experimented with the transformer (Vaswani
et al., 2017) and the recurrent attentional encoder–
decoder (Bahdanau et al., 2015, hereinafter recur-
rent) NMT architectures. In both cases, we fol-
lowed the multi-source architectures implemented
in the Marian toolkit (Junczys-Dowmunt et al.,
2018), which are described next.

Our recurrent NMT systems follow the same
architecture as Nematus (Sennrich et al., 2017b),
namely a bidirectional gated recurrent unit (GRU)
encoder, a conditional GRU decoder with atten-
tion (Miceli Barone et al., 2017, Sec. 4.2) and a
deep output that combines the context vector, the
recurrent hidden state and the embedding of the
previous symbol. The multi-source recurrent NMT
system contains two encoders (one for each input)
which do not share parameters. The modifications
in the decoder that allow it to accommodate the two
encoders are the following:

• The initial state of the decoder is obtained after
concatenating the averaged encoder states of
the two input sequences.
• The conditional GRU (cGRU) unit with atten-

tion in the decoder is replaced by a doubly-
attentive cGRU cell (Calixto et al., 2017) fea-
turing two independent attention mechanisms.
• The context vector used in the deep output is

replaced by the concatenation of the context
vectors of the two inputs.

For further details, the reader is referred to Junczys-
Dowmunt and Grundkiewicz (2017).

Our transformer models follow the architecture
proposed by Vaswani et al. (2017). A transformer
model contains an encoder and a decoder. The en-
coder is made of stacked layers, each containing
a self-attention unit and a feed-forward unit. The
decoder is also made of stacked layers, each con-
taining a self-attention unit, an encoder–decoder
attention unit and feed-forward unit. The multi-
source transformer systems contain two encoders
and two encoder–decoder attention units in each
decoder layer. This transformer multi-source archi-
tecture was also used in the winning submission
to the 2018 WMT automatic post-editing shared
task (Chatterjee et al., 2018). For further details, the
reader is referred to Junczys-Dowmunt and Grund-
kiewicz (2018).
8In French: à + lequel→ auquel; de + hôtels→ d’hôtels, etc.

Corpus # sent. # br tokens # fr tokens
train 139,489 1,096,311 1,116,100
dev 2,000 25,291 24,835
test 3,000 37,054 36,346

Table 1: Number of parallel sentences and tokens in Breton
and French for the corpora used for train/dev/test corpora.

4 Experiments and results

For the experiments we used the following corpora
available at OPUS:9 Tatoeba, GNOME, OfisPub-
lik, KDE4, wikimedia, Ubuntu and OpenSubtitles.
For development and testing we used the same por-
tions of the OfisPublik corpus used by Sánchez-
Cartagena et al. (2015), the rest of corpora, after
de-duplication, were used for training. Table 1 re-
ports the amount of parallel sentences and tokens
in each language for the training, development, and
test corpora.

Concerning Apertium, we used the Breton–
French data available at https://github.
com/apertium/apertium-br-fr. In ad-
dition to the shallow-transfer rules included in
these linguistic data, we also experimented with
shallow-transfer rules automatically inferred from
the portion of the OfisPublik corpus included in
the training corpus using the algorithm by Sánchez-
Cartagena et al. (2015).

In order to determine the appropriate amount
of BPE operations and hyper-parameter values to
be used for the two models we proceed as fol-
lows: First we tried with 5,000, 10,000, 20,000,
and 30,000 BPE operations with a baseline sys-
tem not using any Apertium data. When doing so
the rest of hyper-parameters were set to the values
recommended by Sennrich et al. (2017a) for the
recurrent model and by Vaswani et al. (2017) for
the base transformer model, respectively, except
for the model size which was set to 512. Training
stopped after 5 validations without any perplexity
improvement on the development corpus; valida-
tions were performed every 1,000 mini-batches;
each minibatch contained 8,000 tokens. The best
results were obtained with 20,000 BPE operations
for the recurrent model and 5,000 for the trans-
former. We then performed a grid search to find the
appropriate hyper-parameters for each model. The
hyper-parameters tried for the recurrent model are:

• Embedding sizes in {512, 256, 128}. For each
embedding size the hidden size was set to
twice the size of the embeddings.

9http://opus.nlpl.eu



• Encoder and decoder cell depths in {1, 2, 4, 8}.
We used the same value for both so as not to
explore the Cartesian product. Cell depth is
defined as the number of GRU transitions in
the deep transition architecture proposed by
Miceli Barone et al. (2017, Sec. 4.2).

The hyper-parameters tried for the transformer
model are:

• Attention heads in {2, 4, 8}.
• Model size in {512, 256, 128}.
• Encoder and decoder layers in {2, 4, 6}. As

before, we used the same value for both to
avoid exploring the Cartesian product.

The best results for the recurrent model were ob-
tained with an embedding size of 512 and encoder
and decoder cell depths of 2. For the transformer,
the best results were obtained with 4 attention
heads, model size of 512 and 4 encoder and de-
coder layers. These hyper-parameters are the ones
used for the rest of experiments reported.

Table 2 provides the BLEU and chrF2++ scores
for the reference systems and for the different ways
of exploiting the linguistic resources in Apertium,
as explained next. For the reference NMT systems
and the different multi-source NMT configurations
we have tried, the table reports the mean and stan-
dard deviation of the scores obtained after three
different training executions.

An explanation of the different reference systems
follows:

• Baseline NMT system (base NMT) trained
solely on the training corpus (see Table 1).
• Baseline NMT system trained on a concatena-

tion of the training corpus and the entries in the
Breton–French bilingual dictionary of Aper-
tium (base+dic NMT). Tyers (2009) explains
how all the inflected bilingual entries can be
obtained from the Apertium dictionaries; some
of them may have more than one translation
equivalent while others may be multiword en-
tries. The amount of bilingual entries obtained
from the current version is 125,829, of which
57 have more than one translation equivalent
and 2,228 are multiword entries.
• Apertium with hand-crafted rules (RBMT man.

rules): the full RBMT system. The linguis-
tic resources used by this system are: mor-
phological analyser for Breton, morphological
generator for French, part-of-speech tagger of
Breton, Breton–French bilingual dictionary of
lemmas and shallow structural transfer rules.

• Apertium with automatically-inferred rules
(RBMT auto rules). Same as above but us-
ing the shallow structural transfer rules auto-
matically inferred by Sánchez-Cartagena et
al. (2015), instead of using hand-crafted rules.
• Apertium with no structural transfer rules

(RBMT no rules). Same as above but using no
structural transfer rules. After morphological
analysis and part-of-speech tagging the lexi-
cal forms in Breton are translated into lexical
forms in French one by one, without apply-
ing any structural transfer to make the output
more grammatical, except for very simple one-
word rules that ensure that the morphological
features sent to the French generator for each
separate word are valid.

As regards the different ways of exploiting the
linguistic resources in Apertium, we generated the
additional input translation provided to the multi-
source NMT system with the same RBMT config-
urations used as reference systems (see above) as
well as a word-for-word translation obtained us-
ing exactly the same bilingual dictionary we used
for the base+dic NMT reference system. As this
dictionary contains multi-word lexical units, we
translated word for word in a left-to-right, longest-
match fashion so that the bilingual entry covering
the longest sequence of tokens is selected when
there is more than one possibility. When the bilin-
gual dictionary contained more than one translation
per source word, they were all included in the out-
put separated by a special token. This happened to
495 source words in the training corpus.

The results in Table 2 show that the use of Aper-
tium resources improves translation quality accord-
ing to both BLEU and chrF2++. The best improve-
ment, about 1.3 BLEU points, is obtained when the
additional input to the multi-source NMT system
is obtained without structural transfer rules (RBMT
no rules). However, if we pay closer attention to
the performance of the reference system RBMT no
rules on its own, the scores it obtains are worse than
those obtained with hand-crafted rules (RBMT man.
rules) and automatically inferred rules (RBMT auto
rules). This results suggest that Apertium may be
helping the NMT system to perform a better lexi-
cal selection, since the improvement in the gram-
maticality of the Apertium output provided by the
shallow-transfer rules has no effect on the quality of
the final translation. In any case, the use of a mor-
phological analyser and part-of-speech tagger for
Breton has a positive effect on the translation qual-
ity of the multi-source NMT system; compare the



BLEU Recurrent Transformer
reference systems

base NMT 21.25 ± 0.12 18.45 ± 0.08
base+dic NMT 21.26 ± 0.24 18.50 ± 0.15
RBMT man. rules 12.45
RBMT auto rules 12.16
RBMT no rules 8.78

multi-source
RBMT man. rules 21.36 ± 0.46 19.16 ± 0.02
RBMT auto rules 22.24 ± 0.46 19.48 ± 0.18
RBMT no rules 22.59 ± 0.06 19.70 ± 0.15
word-for-word 21.73 ± 0.22 18.24 ± 0.13

chrF2++ Recurrent Transformer
reference systems

base NMT 38.38 ± 0.13 36.94 ± 0.03
base+dic NMT 38.68 ± 0.13 37.25 ± 0.09
RBMT man. rules 35.16
RBMT auto rules 33.86
RBMT no rules 30.91

multi-source
RBMT man. rules 39.58 ± 0.27 38.80 ± 0.08
RBMT auto rules 40.12 ± 0.34 39.03 ± 0.15
RBMT no rules 40.49 ± 0.10 39.19 ± 0.17
word-for-word 39.20 ± 0.10 37.17 ± 0.17

Table 2: BLEU and chrF2++ evaluation scores for different
reference systems and for the different multi-source NMT
configurations we have tried. RBMT stands for the Apertium
rule-based MT used.

performance of RBMT no rules with the word-for-
word translation which uses a bilingual dictionary
of surface forms. Finally, the addition of the bilin-
gual dictionary to the training corpus seems to have
no effect on translation quality.

In order to get a deeper insight about the effect
of the different hybridisation strategies, we carried
out an automatic error analysis following the strat-
egy of Toral and Sánchez-Cartagena (2017). We
used Hjerson (Popović, 2011), 10 which classifies
errors into five word-level categories: inflection er-
rors, reordering errors, missing words, extra words
and incorrect lexical choices. As it is difficult to
automatically distinguish between the latter three
categories (Popović and Ney, 2011), we grouped
them into a unique category named lexical errors.
Hjerson works on the surface form and lemma of
the words in the reference translations and MT out-
puts. The lemmas used were obtained with the
StandfordNLP lemmatiser (Qi et al., 2018).

We computed the relative difference in the num-

10https://github.com/cidermole/hjerson

ber of Hjerson errors in the test set between the
multi-source NMT systems and the base NMT sys-
tem;11 a positive value means that the multi-source
system made more errors than the base NMT sys-
tem. Table 3 shows, for the recurrent and trans-
former architectures, the relative difference com-
puted for each error category and for the total num-
ber of errors. As each training was repeated 3 times,
the table reports the average and standard deviation
of the relative difference for the 9 possible combi-
nations between training runs. In order to contex-
tualise the relative differences, Table 4 reports the
average and standard deviation of the total number
of errors of each type in the baseline system.

For the recurrent architecture, the addition of ex-
panded dictionaries to the bilingual training corpus
does not significantly alter the number of errors.
One possible explanation could be that the poten-
tial gains of introducing more lexical knowledge
in the system are neutralised by the presence of
single-word sentences in the training corpus, that
could harm the fluency of the generated sentences.

Multi-source NMT systems, on the contrary, tend
to make fewer lexical errors than the base NMT
system. This happens for three out the four multi-
source systems, where the system with hand-crafted
rules is the only one in which the reduction in lexi-
cal errors is not statistically significant. Neither au-
tomatically inferred nor hand-crafted transfer rules
cause a statistically significant impact in the amount
of inflection errors, and both of them make reorder-
ing errors increase. The multi-source system with-
out transfer rules is the best performing system
according to automatic evaluation metrics because
it is the one that brings the largest reduction in lexi-
cal errors, which constitute the most frequent error
category (see Table 4). It is worth noting that the
bilingual dictionary in Apertium contains a single
translation for each SL lexical form, hence its lexi-
cal selection capabilities are poor. Overall, it seems
that the multi-source system is able to make a better
use of the translations from the bilingual dictionary
when they are sequentially placed in the additional
input rather than when they have been processed by
transfer rules.

Concerning the transformer architecture, some
differences in the way the different error categories
change can be observed. The transformer seems to
be more robust to the addition of dictionaries to the
training corpus: adding them leads to a statistically
significant reduction in lexical errors. Moreover,
the transformer multi-source systems make more

11Computed as #errors multi source−#errors base
#errors base

.



Recurrent inflection reordering lexical total
reference systems

base+dic NMT -0.019 ± 0.024 -0.022 ± 0.022 0.012 ± 0.024 0.007 ± 0.020
multi-source

RBMT man. rules 0.006 ± 0.020 0.031 ± 0.017 -0.017 ± 0.032 -0.011 ± 0.028
RBMT auto rules -0.015 ± 0.028 0.039 ± 0.025 -0.049 ± 0.024 -0.040 ± 0.021
RBMT no rules 0.008 ± 0.016 0.045 ± 0.018 -0.066 ± 0.031 -0.052 ± 0.026
word-for-ford -0.005 ± 0.021 0.005 ± 0.022 -0.030 ± 0.027 -0.025 ± 0.023

Transformer inflection reordering lexical total
reference systems

base+dic NMT -0.010 ± 0.015 -0.012 ± 0.017 -0.009 ± 0.004 -0.010 ± 0.003
multi-source

RBMT man. rules 0.048 ± 0.018 0.112 ± 0.017 -0.014 ± 0.006 0.001 ± 0.005
RBMT auto rules 0.048 ± 0.018 0.093 ± 0.019 -0.024 ± 0.004 -0.010 ± 0.003
RBMT no rules 0.060 ± 0.016 0.092 ± 0.032 -0.023 ± 0.003 -0.008 ± 0.004
word-for-ford 0.007 ± 0.021 -0.003 ± 0.018 -0.005 ± 0.004 -0.004 ± 0.003

Table 3: For each NMT architecture, average and standard deviation of the relative changes in the amount of errors for each
error category (inflection, reordering, lexical and total). Increases in the amount of error whose confidence interval does not
intersect with zero are shown in red, decreases whose confidence interval does not intersect with zero are shown in green. For
each error type, the largest relative change is shown in bold.

Recurrent Transformer
inflection 1971 ± 27 1869 ± 27
reordering 2969 ± 44 2910 ± 42
lexical 30641 ± 726 27599 ± 84

Table 4: For each architecture, absolute number of errors for
each type detected by the Hjerson tool on the translation of the
test set with the baseline NMT system.

inflection and reordering errors than the recurrent
ones. Nevertheless, the lexical errors behave in a
similar way in both multi-source architectures: the
configuration that leads to the largest reduction in
the number of lexical errors is the RBMT system
with no transfer rules.

Table 5 shows how the different systems eval-
uated translate a few sentences from the test set.
In the first example, the baseline system is not
able to correctly translate the Breton words e-barzh
and e-maez, whose meaning is correctly captured
by the Apertium dictionaries. The multi-source
systems are able to produce the right translations
(entrées and sorties, respectively entrances and ex-
its in English) or at least related words, while the
base+dic NMT repeats entrées. In the second ex-
ample, whose sentence structure is more complex,
the baseline system fails to produce a translation
that conveys the meaning of the fragment of the
reference On leur a donné le nom de satellites
galiléens, en hommage à Galilée, which roughly
means They were given the name of Galilean satel-

lites, in homage to Galileo. Only two hybrid
systems were able to generate a translation that
captures that meaning of the fragment: the multi-
source systems without transfer rules and with au-
tomatically inferred rules.

5 Concluding remarks

This paper focused on the hybridisation of RBMT
and NMT for the Breton–French under-resourced
language pair. The aim of the paper is to study
to what extent the resources from the Apertium
RBMT system help the NMT system to improve its
output. We combined both translation approaches
in a multi-source NMT architecture and explore the
use of different resources in the Apertium Breton–
French system to generate the RBMT translation to
be used as an additional input.

Despite the low performance of the RBMT sys-
tem, the hybrid system is able to outperform a pure
NMT baseline. The best translation performance is
achieved with a hybrid system whose RBMT sub-
system contains no transfer rules at all but takes
advantage of the Breton morphological analyser
and part-of-speech tagger, the French generator and
post-generator and the bilingual dictionary.

The fact that the use of no transfer rules provides
the best results while the RBMT system using no
transfer rules, when evaluated in isolation, performs
worse than the rest of RBMT configurations may
seem contradictory. However, the automatic er-
ror analysis revealed that the hybrid systems using



# system sentence

1

source Staliañ panelloù divyezhek evit mont e-barzh ha mont e-maez ar gumun.
baseline mise en place d’une signalétique bilingue sur le site internet de la commune.
RBMT no rules Installer panneaux bilingues pour aller à l’intérieur et aller hors de le commune.
RBMT auto rules Installer panneaux bilingues pour aller à l’intérieur et aller hors de la commune.
RBMT man. rules Installer des panneaux bilingues pour aller à l’intérieur et aller hors de la commune.
base+dic NMT Installation de panneaux bilingues à l’entrée et de l’entrée de la commune.
ms. word-for-word Mise en place des panneaux bilingues aux entrées et sorties de la commune.
ms. RBMT no rules Mise en place de panneaux bilingues pour entrer et sortie de la commune.
ms. RBMT auto rules Il s’agit pour l’installation de panneaux bilingues aux entrées et sorties de la commune.
ms. RBMT man. rules Installation de panneaux bilingues d’entrée et de sortie d’agglomération.
reference Mise en place de panneaux bilingues aux entrées et sorties de la commune.

2

source Adplanedennoù galilean a vez graet anezho e koun Galileo Galilei, ar steredoniour
italian a zizoloas anezho e 1610 gant ul lunedenn hepken.

baseline Les satellites galiléens Galilei, l’astronome italien redécouvre en 1610 avec un œil nu.
RBMT no rules Satellites galilean a être faire d’eux dans mémoire Galileo Galilei, le astronome italienne

a découvrir d’eux dans 1610 avec un lunette seulement.
RBMT auto rules Satellites galilean qui les faire des en mémoire Galileo Galilei, le astronome italien

qui découvrir des à 1610 par une lunette seulement.
RBMT man. rules Satellites galilean Il est fait d’eux dans mémoire Galileo Galilei, l’astronome italien

découvrit d’eux dans 1610 avec une lunette seulement.
base+dic NMT Les satellites galiléens sont des satellites galiléens, dont l’astronome italien

découvre en 1610 à un œil nu.
ms. word-for-word Les satellites galiléens de Galilée, l’astronome italienne traversent en 1610

par une lunette uniquement.
ms. RBMT no rules Satellites galiléens sont évoqués dans la mémoire Galileo Galilei, l’astronome italienne

vous découvrira en 1610 avec une lunette unique.
ms. RBMT auto rules De plus, les satellites galiléens forment la mémoire Galileo qui les découvre en 1610

par une lunette unique.
ms. RBMT man. rules Les satellites galiléens, l’astronome italien découvrit en 1610 par une lunette seulement.
reference On leur a donné le nom de satellites galiléens, en hommage à Galilée (astronome Italien)

qui les découvrit en 1610 avec une simple lunette.

Table 5: Translations into French of different Breton sentences extracted from the test set and produced by the different hybrid
strategies evaluated (recurrent architecture; ms. stands for multi-source). The most remarkable differences are highlighted.

no transfer rules make fewer lexical errors, which
account for most of the errors produced by the sys-
tems, but more reordering and inflection errors.

Since transfer rules seem not to be needed in our
multi-source approach to succeed and morphologi-
cal analysers, morphological generators and small
bilingual dictionaries are available for many under-
resourced language pairs, we hope that the hybrid
approach presented in this paper opens the door to
the development of more accurate hybrid systems
in under-resource scenarios.
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