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Abstract

Text representation plays a vital role in retrieval-based question answering, especially in the legal
domain where documents are usually long and complicated. The better the question and the legal
documents are represented, the more accurate they are matched. In this paper, we focus on
the task of answering legal questions at the article level. Given a legal question, the goal is to
retrieve all the correct and valid legal articles, that can be used as the basic to answer the question.
We present a retrieval-based model for the task by learning neural attentive text representation.
Our text representation method first leverages convolutional neural networks to extract important
information in a question and legal articles. Attention mechanisms are then used to represent
the question and articles and select appropriate information to align them in a matching process.
Experimental results on an annotated corpus consisting of 5,922 Vietnamese legal questions show
that our model outperforms state-of-the-art retrieval-based methods for question answering by
large margins in terms of both recall and NDCG.

1 Introduction

Question answering in the legal domain is a difficult task due to the complication and topic variety of
legal document systems. Giving an accurate answer to a legal question usually requires domain expert
knowledge, making this task more challenging even with human beings. Retrieval-based approaches,
which return relevant legal documents respect to the input question, are often feasible and more ap-
propriate. Legal documents, however, are usually long and complicated, which takes time to read and
locate exact information. Relevant legal articles are, therefore, the expected result of retrieval-based legal
question answering systems, where users are easier to find a useful answer than the whole documents.

Similar to an information retrieval system, a typical retrieval-based question answering one usually
consists of three main steps: question1 representation, document representation, and matching, which
judges the relevance between the question and documents (Jurafsky and Martin, 2009). Text representa-
tion, i.e., question and document representation, therefore, plays a crucial role in such systems. Good text
representation methods are expected to be able to extract important information from the input question
and documents and be able to select appropriate information to align them in the matching step.

Recently, many successful text representation methods have been proposed thanks to the advance-
ment of deep neural network models. The most popular deep neural architectures for text representation
include convolutional neural networks (CNNs) (Kim, 2014; Shen et al., 2014; Severyn and Moschitti,
2015; Vaswani et al., 2017), recurrent neural networks (RNNs) (Mikolov et al., 2011), and their varia-
tions such as long short-term memories (LSTMs) (Wang et al., 2016; Palangi et al., 2016; Mueller and
Thyagarajan, 2016; Chen et al., 2017; Bach et al., 2019a; Bach et al., 2019b) and gated recurrent units
(GRUs) (Tang et al., 2015), attention mechanisms (Vaswani et al., 2017), and pre-trained models like
BERT (Devlin et al., 2019), among the others. The main advantage of deep neural networks for text
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representation, as well as for other tasks, is that they can capture various types of information at different
levels by integrating multiple neural architectures in a multi-layer model.

In this paper, we deal with the task of retrieval-based legal question answering at the article level,
which poses several challenges compared with the task at the document level. The number of legal
articles is much more than the number of documents. Moreover, differentiating articles in the same
document is very challenging because they usually focus on the same topic and share the vocabulary.
Table 1 demonstrates a sample legal question and the expected answer, Article 651 from the 2015 Code
of Civil law of Vietnam. By investigating legal questions and articles, we found that just a few sentences
in an answer article contain relevant information, and only some phrases in such sentences are matched to
the question. To capture such properties, we present a neural attentive text representation method based
on convolutional neural networks and attention mechanisms. While the former components are designed
to extract important information of the input question and legal articles, the later ones determine the
important parts to preresent and match each other.

Table 1: A sample in the dataset with highlighted parts

Question Do stepchildren have rights of inheritance from the deceased father where there is
no will?

Answer Article 651 from the Code of Civil law of Vietnam (2015).
Article content Article 651.

Heirs at law
1. Heirs at law are categorized in the following order of priority:
a) The first level of heirs comprises: spouses, biological parents, adoptive parents,
offspring and adopted children of the deceased;
b) The second level of heirs comprises: grandparents and siblings of the deceased;
and biological grandchildren of the deceased;
c) The third level of heirs comprises: biological great-grandparents of the de-
ceased, biological uncles and aunts of the deceased and biological nephews and
nieces of the deceased.
2. Heirs at the same level shall be entitled to equal shares of the estate.
3. Heirs at a lower level shall be entitled to inherit where there are no heirs at
a higher level because such heirs have died, or because they are not entitled to
inherit, have been deprived of the right to inherit or have disclaimed the right to
inherit.

The contributions of this paper are two-fold: First, we introduce a retrieval-based legal question an-
swering model by learning neural attentive representations of the input question and legal articles. Sec-
ond, we show the effectiveness of the proposed model by introducing an annotated corpus and conducting
a series of experiments to compare our model with state-of-the-art methods in the field. In the follow-
ing, we first describe related work in Section 2. Section 3 presents our text representation method and
retrieval-based question answering model. Section 4 describes our datasets and experimental setup. Ex-
perimental results are presented in Section 5. Finally, we conclude the paper and discuss future work in
Section 6.

2 Related Work

Several approaches have been developed to overcome the challenge of the difference between semantics
and query morphology in which lexical overlapping may not mean semantical relevance.

Non-neural Approaches These methods, without using neural networks, mainly determine relevance
based on the occurrence and frequency of the terms in the query and the documents. They are old-
fashioned approaches for text processing, but the ideas in these methods are essential for current state-
of-the-art models. The most basic models for text retrieval are logical models (Cooper, 1971). It requires
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users to understand the corpus deeply to create their query for exact logical matching. The first idea for
overcoming the problem of exact matching in logical models, Luhn et al. (1957), proposed a statistical
matching process, which is the origin of the vector space approaches for textual retrieval, for example,
term weighting (tf-idf (Salton and Buckley, 1988)).

Neural Approaches Lexical mismatching and ambiguity because of the richness of natural language
challenge the non-neural approaches to achieve state-of-the-art results in retrieval tasks. Systems, there-
fore, need to better understand semantics. Instead of labor features, authors propose effective neural
architectures as well as training methods, and let models extract features of different abstraction levels
of semantics from data by itself, which expands system capability by data availability.

Before BERT, most of systems are built based on feeding word embeddings pretrained
(Word2Vec (Mikolov et al., 2013), or GloVe (Pennington et al., 2014)) or randomized to a neural net-
work (CNN, LSTM, etc.). Palangi et al. (2016) used an LSTM network to construct the semantic vector
of a sentence via sentence-pair similarity modeling. Shen et al. (2014) proposed a contextual semantic
model based on CNN using both local and global contexts to compresses a word sequence into a low-
dimensional vector. Pang et al. (2017) claimed that neural retrieval systems like DSSM (Huang et al.,
2013) don’t truly understand relevance. The authors, then, proposed DeepRank to mimic the process of
humans in assessing relevance.

Adopting BERT, a heavy text-encoding model pretrained on a huge amount of texts, Yilmaz et
al. (2019) proposed an ad-hoc retrieval system that can handle document-level retrieval. The system,
also, combines lexical matching and BERT scores for better performance. The system, however, re-
quires costly computation resource.

Legal Text Ad-hoc Retrieval Digitization of legal documents has created the need for the invention
of a more efficient search system. For legal text, using a keyphrase-based search system is a challenge
because of contingent on the end-users’ expertise in the subject area, such as being aware of complex
legal terms, the classification of case laws and statutes.

In order to reduce the dependence of system users on legal professionals to interpret results as well
as the amount of time taken in retrieving information, attempts have been made to invent systems that
can automatically classify legal text and queries. However, the majority of problems identified in legal
information retrieval systems is that lengthy texts have to be scrutinized before making a meaningful
conclusion. Sugathadasa et al. (2018) used neural networks for legal text retrieval. They conducted
experiments on a dataset of over 2500 legal cases from various online resources. Using deep learning,
the authors propose a system with a TF-IDF page ranking network to construct document embedding.
Tran et al. (2020) proposed a deep learning phrase scoring framework to summarize a document into a
continuous vector space. Base on their experiments, the authors concluded that the summary features
extracted by their model could represent selective essential information from a lengthy legal case. Do et
al. (2017) used SVM to rank the candidates. In terms of input features for the model, the author used
TF-IDF, Euclidean distance, Manhattan distance, Jaccard distance, Latent semantic indexing, and Latent
Dirichlet allocation.

3 Method

3.1 General Approach

The general idea of our approach contains two folds. At first, we encode all articles and queries into
vectors. To represent queries and articles, we introduce a sentence encoder and a paragraph encoder,
which will be described in the next sections. After that, we use dot product as a similarity function to
estimate the relevance between them. Legal articles are often lengthy and contain legal phrases. The
related tokens could lie next to each other or have a very long distance in the text. Understanding
that characteristic, we use CNN architecture combining with the attention mechanism in our models to
capture both local and global context to construct representation vectors.

We train the models using the negative sampling paradigm. We label the article that is related to a
query is positive, and the article that is not related is negative. For each positive article of each query,
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we choose K samples as negative samples. Then, the models learn to classify these K + 1 articles into
positive and negative. We use two strategies to select K negative samples. The first strategy is based on
Elastic Search, and the second one is randomly selecting.

3.2 Sentence Encoder
Figure 1 shows the architecture of our sentence encoder, which converts a sentence into a representative
vector in three layers: word embedding, convolution, and attention.

Figure 1: Sentence encoder architecture

Word embedding convert words from the input sequence into a vector via a mapping matrix. Word
vectors after the training procedure can reflect the semantic relationship between the words. Let the
input sequence is (w1, w2, ..., wM ) with M is the length of the sequence, word embedding layer outputs
a vector sequence (e1, e2, ..., eM ).

The convolutional layer is to make use of local context around the words, which are important to learn
the representation of the whole sentence. For example, in the sentence ”Xbox One on sale this week,”
to understand the word ”One” correctly as a gaming device, its context words ”Xbox” and ”on sale” are
crucial. The formula calculates the context ci of word i is as following:

ci = ReLU
(
F × e(i−K):(i+K)

)
+ bt (1)

in which:

• e(i−K):(i+K) be the vector at the positions from (i−K) to (i+K)

• F ∈ RNf×(2K+1)D and bt ∈ RNf is kernel and bias of convolutional layer, Nf is number of filters,
2K + 1 is the window size.

In a sequence, each word contributes differently to the whole meaning. Based on that observation,
the attention layer is to calculate how important a token is. Let αi be the weight of the word i, q be the
attention query vector, αi is calculated by the formulas (2) and (3).

ai = qT tanh (V × ci + v) (2)
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αi =
exp (ai)∑M
j=1 exp (aj)

(3)

The final representation vector is the weighted sum of ci, calculated by the formula:

r =
M∑
i=1

αici (4)

3.3 Paragraph encoder

This architecture is to represent paragraphs like articles in legal documents. Figure 2 represents the
components of this architecture. Instead of treating an article as a sequence of words, we consider them
as a paragraph containing sentences.

Figure 2: Paragraph encoder architecture

We calculate the attention weight of a sentence by averaging the attention weights of the words be-
longing to the sentence. Base on the observation that not every sentence contributes to the paragraph
meaning, we replace softmax with sparsemax (Martins and Astudillo, 2016). Representation vector ra

in this model is calculated by the Formulas 5, 6, and 7.

ωs =

∑
i a

w
i

|s|
(5)

αS
i = sparsemax (ωs

i )
∗ (6)

ra =

N∑
j=1

αs
jr

s
j (7)

In the example given in Table 1, we can easily see that the highlighted sentences are essential for
answering the question while other sentences do not contain such kind of information. With the archi-
tecture proposed, the system can learn to focus on the important part and ignore other irrelevant ones.
Besides, with the ability to highlight the important sentences in a lengthy article, the system can benefit
the real user experience in its application.



993

4 Datasets and Experimental Setup

4.1 Datasets

To conduct experiments, we built two datasets: 1) the legal document corpus, which contains Vietnamese
legal documents; and 2) the QA dataset, which contains a set of legal questions (queries) and a list of
relevant articles for each question. The raw legal documents were first crawled from the official online
sites 2,3. The queries were collected from the legal advice websites 4,5,6.

Originally, each query contains both the title and content. After analyzing, we found that the content
is often lengthy and confusing. Therefore, we only kept the good titles in the dataset, rewrote the unin-
formative titles, and filtered out content parts. The raw data for legal document corpus is the whole set of
Vietnamese legal documents which contains multiple different versions of each law and regulation. We
filtered out the redundant old versions and only kept and mapped the answers to the currently effective
articles. This process was done with the supports of lawyers. Finally, we obtained the legal document
corpus containing 8,586 documents with 117,545 articles, and the query dataset containing 5,922 queries
coming along with their relevant articles. Table 2 shows the statistics on the query dataset. On average,
each query contains 12.5 words (17.3 syllables) and has 1.6 relevant articles.

Table 2: Statistics about the query dataset

Min Max Average
Query length in words 2 36 12.5
Query length in tokens 4 45 17.3
Number of relevant documents for each query 1 4 1.19
Number of relevant articles for each query 1 11 1.6

4.2 Experimental Setup

In our experiments, we used 90% of the query set for training, and the rest 10% for evaluation. We
trained the model as a binary classifier. We normalize the probability that article i is related to the query
by the following formula:

pi =
exp

(
ŷ+i
)

exp
(
ŷ+i
)
+
∑K

j=1 exp
(
ŷ−i,j

) (8)

where ŷ+i and ŷ−i,j are the probabilities that article i and article j, which belongs to the negative set of
article i, is related to the query respectively.

We conducted experiments with two versions of our model. In the first one (i.e. System I), we only
used sentence encoder to find the representation vectors for both articles and queries. In the second one
(i.e. System II), we use sentence encoder for queries and paragraph encoder for articles. The two systems
share the same value of parameters as listed in Table 3. In both systems, the maximum number of tokens
in a query is 40. In terms of the article, the maximum number of tokens in the first system is 600; and in
the second system, each item contains at most 30 sentences, which does not exceed 25 words.

From 117,545 articles available in the dataset, for each query, we first selected top N articles using
ElasticSearch. By doing so, we can filter out clearly unrelated articles. After that, we reranked the se-
lected articles by our method, as described in Section 3. We trained the model by forcing it to distinguish
the positive articles from negative samples, which are selected by ElasticSearch scores (i.e. ES-neg) or
randomly (i.e. random-neg).

2http://vbpl.vn/tw/pages/home.aspx
3https://thuvienphapluat.vn
4https://hdpl.moj.gov.vn/Pages/home.aspx
5http://hethongphapluat.com/hoi-dap-phap-luat.html
6https://hoidapphapluat.net/
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Table 3: Value of parameters in the models

Parameter Meaning Value
INPUT VOCAB SIZE Size of the vocabulary 31450

D EMBEDDING Size of Word Embedding layer 512
D CNN Number of CNN filter 512

D Q Size of attention query vector 200
DROPOUT RATE Dropout rate 0.2

Two evaluation metrics were used to measure the performance of retrieval systems: (macro) recall@k
and NDCG@k (Järvelin and Kekäläinen, 2002), where k is the number of the top selected articles.

5 Experimental Results

5.1 Results of Retrieval Models
At first, we conducted experiments to compare our proposed models with several strong baselines. Mod-
els to compare were as follows.

• ElasticSearch (BM25): Using ElasticSearch7 with BM25 as the similarity measure.

• ElasticSearch (TF-IDF): Similar to the previous one but using TF-IDF instead of BM25.

• Birch (256 first words): Adapting Birch (Yilmaz et al., 2019), a BERT based system for document
retrieval, which achieves state-of-the-art results on TREC (Lin et al., 2014). For each article, we
used only the first 256 words.

• Birch (title): Another baseline using Birch with the title of each article.

• Our System I: The first version using flat architecture with the sentence encoder, which considers
each article as a “very long” sentence.

• Our System II: The second version using hierarchical architecture with the paragraph encoder.

For both Birch and our systems, we used the same results from ElasticSearch as the input of the
reranking models to ensure the fairness of the comparison. All the systems ranked the articles as follows.

Sf = w · Sdoc + (1− w) · SDL (9)

where Sdoc is the score given by ElasticSearch, SDL is the semantic score evaluated by the deep learning
model, w ∈ [0, 1] is the hyperparameter determining the weights of the two scores. We tuned w for each
system to get the optimal value.

Experimental results of retrieval models are shown in Table 4, where N was set to be 1000. We used
the same number for ES-neg and random-neg, and conducted experiments with two different values: 30
and 50. It means that for each query and a relevant article, we randomly selected 30 (or 50) negative ar-
ticles and selected the same number of negative articles from ElasticSearch. Our first observation is that
both Birch and our systems performed much better than ElasticSearch. This showed the effectiveness of
the reranking strategies used in those systems. The next observation is that both our systems with flat
(System I) and hierarchical (System II) architectures outperformed both versions of Birch, a state-of-the-
art document retrieval method. Among two version of Birch, the one that used titles got better results.
This is reasonable because the title often contains the most important information of each article. Using
titles, moreover, can reduce noise in representing articles. Our best system with the paragraph encoder
model achieved 0.825 Recall@20 and 0.688 in NDCG@20, which improved 0.042 and 0.097, respec-
tively, compared with the best results of Birch. The results also showed the superior of the hierarchical
architecture in our system, compared to the flat one.

7https://www.elastic.co/
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Table 4: Performance of the retrieval systems

System Recall@20 NDCG@20
ElasticSearch (BM25) 0.357 0.334
ElasticSearch (TF-IDF) 0.478 0.351
Birch (256 first words) 0.763 0.542
Birch (title) 0.783 0.591
Our System I (1000,30,30) 0.798 0.641
Our System I (1000,50,50) 0.811 0.669
Our System II (1000,30,30) 0.801 0.665
Our System II (1000,50,50) 0.825 0.688

5.2 Ablation Study
In the next experiments, we show the reasonableness of the design of our model. We conducted an
ablation study by modifying or removing a component of our System II:

• Removing sentence level attention layer: the purpose of this experiment is to evaluate the impact of
the attention layer at the sentence level in the paragraph encoder.

• Removing word and sentence level attention layers: the purpose is to investigate the importance of
the attention layers.

• Using softmax instead of sparsemax: the purpose is to prove the effectiveness of using sparsemax.

• Using normal attention: in this experiment, we used attention in Formula 2 instead of calculating
ωs in Formula 5. The purpose is to show the necessity of our attention design.

Experimental results in Table 5 showed the reasonableness of our model. Each time we modified or
removed a component, the performance of the system degraded. For Recall@20, while the full model
got 0.825, the score reduced to 0.816 and 0.776, when we removed the attention layers at the sentence
level and at both levels, respectively. The score was only 0.801 when using softmax and 0.782 when
using normal attention. For NDCG@20, we got a similar situation.

Table 5: Ablation study

Architecture Recall@20 NDCG@20
Full model 0.825 0.688
Removing sentence level attention 0.816 0.666
Removing word and sentence level attention 0.776 0.577
Using softmax instead of sparsemax 0.801 0.666
Using normal attention 0.782 0.638

5.3 Model Behaviour
To see the behaviour of our model in representing queries and articles, we visualized the weights of the
attention vectors. Figure 3 demonstrates the attention weight visualization of the example in Table 1. For
the query, the attention vector and the query have the same length, where each weight corresponds to a
word. The larger weight (the more imporant word) is, the darker color is used to display. The visual-
ization shows that our model can focus on important words like “inheritance”, “stepchildren”, “father”,
“rights”, and “will”. For the article, each weight of the attention vector corresponds to a sentence in
the article. The visualization also shows that important sentences can be captured by our model like
sentences with numbers 3, 4, 5, and 1.
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Query: Con riêng có quyền hưởng thừa kế của bố đã mất không di chúc không
Stepchildren have right to benefit inheritance from father (past-tense) deceased without will or not ?
Do stepchildren have rights of inheritance from the deceased father where there is no will?

Article:

Người thừa kế theo pháp luật Heirs at law 

1. Những người thừa kế theo pháp luật được quy định theo thứ tự sau đây: 1. Heirs at law are categorized in the following order of priority:

a) Hàng thừa kế thứ nhất gồm: vợ, chồng, cha đẻ, mẹ đẻ, cha nuôi, mẹ 
nuôi, con đẻ, con nuôi của người chết;

a) The first level of heirs comprises: spouses, biological parents, 
adoptive parents, offspring and adopted children of the deceased;

b) Hàng thừa kế thứ hai gồm: ông nội, bà nội, ông ngoại, bà ngoại, anh ruột, 
chị ruột, em ruột của người chết; cháu ruột của người chết mà người chết là 
ông nội, bà nội, ông ngoại, bà ngoại;

b) The second level of heirs comprises: grandparents and siblings 
of the deceased; and biological grandchildren of the deceased;

c) Hàng thừa kế thứ ba gồm: cụ nội, cụ ngoại của người chết; bác ruột, chú 
ruột, cậu ruột, cô ruột, dì ruột của người chết; cháu ruột của người chết mà 
người chết là bác ruột, chú ruột, cậu ruột, cô ruột, dì ruột; chắt ruột của 
người chết mà người chết là cụ nội, cụ ngoại.

c) The third level of heirs comprises: biological great-grandparents 
of the deceased, biological uncles and aunts of the deceased and 
biological nephews and nieces of the deceased.

2. Những người thừa kế cùng hàng được hưởng phần di sản bằng nhau. 2. Heirs at the same level shall be entitled to equal shares of the 
estate.

3. Những người ở hàng thừa kế sau chỉ được hưởng thừa kế, nếu không 
còn ai ở hàng thừa kế trước do đã chết, không có quyền hưởng di sản, bị 
truất quyền hưởng di sản hoặc từ chối nhận di sản.

3. Heirs at a lower level shall be entitled to inherit where there are 
no heirs at a higher level because such heirs have died, or 
because they are not entitled to inherit, have been deprived of the 
right to inherit or have disclaimed the right to inherit.

Figure 3: Weight visualization of the example in Table 1.

5.4 Results with Different Values of N

In the above experiments, we fixed the value of N at 1000. To investigate the impact and determine
the suitable range of N , we have varied the value of N in the range [300, 400, 500, 1000, 1500, 2000].
Table 6 shows experimental results of our System II with different values of N . The system performed
gradually better when N increased from 300 to 1000 and achieved the best result at 1500. The per-
formance, however, degraded slightly when N increased to 2000. The experimental results suggested
that the suitable range of N can be from 1000 to 2000. Using a small value of N may miss the correct
articles, while using a large value of N may add noise to the reranking step.

Table 6: The impact of N to System II performance

N 300 400 500 1000 1500 2000
Recall@20 0.810 0.811 0.812 0.825 0.830 0.829
NDCG@20 0.678 0.678 0.682 0.688 0.690 0.689

6 Conclusion

In this paper, we have proposed a method for learning neural attentive text representation for legal text
and applied to a retrieval-based question answering system. We choose the appropriate architecture
based on the understanding of the characteristic of the legal text. Our proposed architecture captures both
local dependencies using CNN and long-range context using attention mechanism. With a hierarchical
architecture, the models learn the vector representation at different abstract levels of a query and an
article and the relevance between the two. Our models can make a big gap comparing to Elastic Search
and outperform the BERT-based model.
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