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Abstract

The paper introduces two Russian machine reading comprehension (MRC) datasets, called
MuSeRC and RuCoS, which require reasoning over multiple sentences and commonsense knowl-
edge to infer the answer. The former follows the design of MultiRC, while the latter is a coun-
terpart of the ReCoRD dataset. The datasets are included in RussianSuperGLUE, the Russian
general language understanding benchmark. We provide a comparative analysis and demonstrate
that the proposed tasks are relatively more complex as compared to the original ones for English.
Besides, performance results of human solvers and BERT-based models show that MuSeRC
and RuCoS represent a challenge for recent advanced neural models. We thus hope to facili-
tate research in the field of MRC for Russian and prompt the study of multi-hop reasoning in a
cross-lingual scenario.

1 Introduction

Machine reading comprehension (MRC) is a central task in natural language processing that simulates a
human ability to read a text and provide the correct answer for a given question. Therefore, it requires
general language understanding, knowledge about the world, and interpretive reasoning. The task has
been widely explored for the English language targeting different aspects of reading comprehension
(Hermann et al., 2015; Hill et al., 2015; Rajpurkar et al., 2016; Trischler et al., 2016; Joshi et al., 2017;
Rajpurkar et al., 2018). Recently, the paradigm has shifted towards a more complex setting, where the
model is tested to infer the answer based on interpretive analysis of text (Lai et al., 2017), reasoning over
multiple documents (Yang et al., 2018) or joint natural language inference and commonsense reasoning
(Zellers et al., 2018). However, MRC in languages other than English, specifically Russian, has not
been well-addressed primarily due to the lack of high-quality and large-scale datasets. Recognizing
this need, several cross-lingual machine reading datasets have been constructed (Asai et al., 2018; Liu
et al., 2019; Lewis et al., 2019b; Artetxe et al., 2019; Clark et al., 2020) with a few of them being a
part of cross-lingual benchmarks such as XGLUE (Liang et al., 2020) and XTREME (Hu et al., 2020).
Though allowing to evaluate the current state of language transferring methods, these cover only a small
number of languages, use a back-translation technique for the assembly or combine data from different
annotation schemes.

Surprisingly, little prior research has been devoted to the task of MRC for Russian, and no at-
tempts have been made to explore the subject in multi-hop and commonsense reasoning scenarios.
SberQuAD (Efimov et al., 2019) is the only one Russian MRC dataset designed as a competition chal-
lenge analogous to SQuAD (Rajpurkar et al., 2016). The task is formalized as an extractive reading
comprehension, where the answer to a natural language question is a text span from the corresponding
Wikipedia passage. Still, a significant portion of the questions can be answered by matching the language
patterns between the question and the passage segment that contains the answer.

To this end, we introduce two novel Russian MRC datasets, called RuCoS and MuSeRC, which require
commonsense knowledge and reasoning over multiple sentences. The datasets are publicly available and
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included in the general language understanding benchmark RussianSuperGLUE' analogous to Super-
GLUE for English (Wang et al., 2019). The datasets follow the design of SuperGLUE tasks, namely
ReCoRD (Zhang et al., 2018) and MultiRC (Khashabi et al., 2018). We provide a thorough comparative
analysis of the Russian and English datasets and demonstrate that in some aspects the proposed datasets
are more complex as opposed to the original tasks, particularly due to the language specifics.

The remainder is organized as follows. Section 2 and Section 3 outline the description of RuCoS and
MuSeRC datasets, particularly task abstraction, dataset collection procedure, annotation procedure and
comparative analysis. Section 4 describes TF-IDF & BERT-based baselines, evaluation of human per-
formance, and comparison to the corresponding SuperGLUE tasks. We highlight the main contributions
of this work and conclude in Section 6.

2 RuCoS
2.1 Task Description

Russian Reading Comprehension with Commonsense Reasoning (RuCoS) is a large-scale dataset for
Russian MRC which consists of 87,027 samples. The majority of the samples require general language
understanding and commonsense reasoning to arrive at the answer. Each sample includes an excerpt from
a news article, a cloze-style query with a missing named entity (a placeholder), a set of named entities
that are possible answers to the query, and a set of referents to the answer entity. The task is framed as
the selection of one of the candidate referents that best fit the placeholder. To achieve this, the model is
supposed to behave like a human: to read a text describing an event and fill the placeholder in the query
based on text understanding, commonsense knowledge, and deduction of the plausible consequences or
details of the event. Notably, the answer entity may be expressed by an abbreviation, an acronym, or a
set of surface forms. Thus, the task requires understanding of rich inflectional morphology and lexical
variability of Russian. Consider an example in Figure 1 and find the original version in Appendix A.1.
The passage is a textual segment from a news article, and underlined italics correspond to named entities
in the passage which are possible answers. The query is a consequent statement supported by the passage.
The model is required to find the missing entity (or one of its referents) that best fits the placeholder.

Passage: The mother of two boys who were abandoned by
their father at Moscow's Sheremetyevo airport has taken
them. This was reported to TASS by the press service of the
Ministry of education and science of the Khabarovsk
territory. Now the younger child attends kindergarten, and
the older one goes to school. In educational institutions,
full-time psychologists work with them as necessary. Also,
the Ministry of social protection of the population is
considering the issue of free health improvement for
children in the summer. A few days after Viktor Gavrilov
abandoned his children at the airport, he turned himself in
to investigators in the city of Bataysk, Rostov region.

Query: On January 26, <placeholder> abandoned his sons,
aged five and seven, in Sheremetyevo.

Correct Entities: Viktor Gavrilov
Figure 1: An automatically translated sample from RuCoS.

2.2 Data Collection

We adapted the ReCoRD methodology to assemble RuCoS as follows. (1) First, we curated news articles
from publicly available resources, namely Lenta news dataset> and Deutsche Welle® website. We then

1https ://russiansuperglue.com/
https://github.com/yutkin/lenta.ru-news-dataset
Shttps://www.dw.com/ru/
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applied BERT-based NER model provided by DeepPavlov (Burtsev et al., 2018) to extract mentions of
entities in the articles. (2) Next, we automatically generated passages, queries, and answers from the
obtained articles. Each passage is the first few paragraphs of a news article which usually summarize
and describe the news event. We enriched the passages with top-3 titles of related articles using co-
sine similarity between the passage and the titles over TF-IDF vectors. The titles provide an additional
context or complementary summary points. The remainder of the article was split into sentences using
rusenttokenize®, a rule-based sentence segmenter for Russian. A sentence is considered to be a query if
it contains at least one named entity that is mentioned in the passage. The named entity is further to be
replaced with a placeholder to generate a cloze-style query. Besides, the sentence should satisfy a num-
ber of criteria defined in (Zhang et al., 2018). We use a morphological analyzer pymorphy?2 (Korobov,
2015) to identify references of the answer entity in the passage based on lemma intersection. The result
of this stage is a set of passage-query-answer triples. (3) Furthermore, we computed the IPM frequency
of each passage using the New Frequency Vocabulary of Russian Words>. We averaged IPM values of
each token lemma in the sentence (if present in the vocabulary) over a total number of token lemmas.
We discarded triples that contain passages of the IPM frequency lower than 0.7. (4) Finally, we filtered
out the generated triples with two MRC models for Russian, particularly R-Net (Wang et al., 2017) and
RuBERT (Kuratov and Arkhipov, 2019) fine-tuned on SberQuAD. The models are released as a part of
DeepPavlov framework®. We excluded all triples correctly answered by the models. Thus, the triples
obtained at this step contain only those queries that represent a challenge for the existing Russian reading
comprehension models.

The resulted triples were randomly split into train and dev sets. We obtained additional 8K samples
from Lenta’ website for the test set to eliminate potential cheating and data leakage. Each set was
balanced by the source of news. We now describe the annotation procedure.

2.3 Annotation Procedure

Since the previous steps are fully automated, the resulted triples may contain errors obtained with any
preprocessing tool or include an incomplete set of the answer referents due to the high lexical variabil-
ity of Russian. Hence, we conducted the human filtering procedure using the Russian crowd-sourcing
service Yandex.Toloka®. Due to limited resources, only dev and test samples were validated by the
crowd-workers. The crowd-workers were required to: (1) successfully complete a training pool of 10
assignments, (2) have the user rating of more than 60%, and (3) spend at least 30 seconds on each as-
signment. To ensure the high quality of the annotation procedure, we manually annotated a set of 200
control tasks. The control tasks are used to discard those annotators whose quality performance on the
tasks is lower than 50%. Besides, we set the dynamic overlap of 3 performers, i.e. each assignment was
completed by at least 3 crowd-workers in full accordance with the above-mentioned requirements.

Appendix A.1 outlines the crowd-sourcing assignment interface. First, the crowd-workers had to
complete the training pool to better understand the task. The task instruction could be accessed at any
time. Each assignment consists of a passage in which the named entities are colored and represented
as a checkbox list. After reading the passage, the crowd-workers were given a cloze-style query with a
missing entity. The annotation task is framed as to (1) validate coherence between the passage and the
query, (2) report if the answer is not obvious or ambiguous, (3) select all the answer referents from a set
of candidates, and (4) report any inconsistency and errors in the assignment, e.g. an incomplete entity
markup, misspellings, etc. The annotation results were aggregated over the majority vote. Moreover, we
manually validated each resulted sample and corrected all the reported drawbacks. The size of the dev
and test sets is 7,577 and 7,257 samples, respectively.

*nttps://pypi.org/project/rusenttokenize/
Shttp://dict.ruslang.ru/freq.php
Shttp://docs.deeppavlov.ai/en/master/features/models/squad.html
"https://lenta.ru/

$https://toloka.yandex.com/tasks
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2.4 Comparison to ReCoRD

We applied rusenttokenize to split passages into sentences and spaCy Russian Tokenizer® to build vocab-
ularies over passages and queries. We used spaCy library!? to compute statistics for ReCoRD (version
available as a part of SuperGLUE benchmark tasks'!'). RuCoS counts 627,872 sentences and 1.2 - 107
tokens. Table 1 summarizes statistics of the datasets which is mainly based on the ReCoRD paper.
ReCoRD is balanced by the news source in the ratio of 44% (CNN News) to 56% (Daily Mail News),
while RuCoS samples are proportioned as of 67% (Lenta) to 33% (Deutsche Welle). In contrast to
ReCoRD, RuCoS is designed so that the samples contain unique passages and queries, i.e. there are
no multiple queries to a single passage. We additionally undersampled RuCoS over top-10 entities and
answers to alleviate a potential shift in the frequency distribution.

ReCoRD RuCoS

Train Dev Test  Overall Train Dev Test  Overall
number of samples | 65,709 7,481 7484 80,674 | 72,193 7,577 7,257 87,027
queries 100,730 10,000 10,000 120,730 | 72,193 7,577 7,257 87,027
unique queries 99,713 9,977 9,968 80,179 | 72,193 7,577 7,257 87,027
unique passages 65,258 7,133 7,279 79,670 | 72,193 7,577 7,257 87,027
query vocab 119,069 30,844 31,028 134,397 | 109,899 30,203 27,813 120,410
passage vocab 352,491 93,171 94,386 395,356 | 279,333 90,699 83,237 303,647
tokens / query 21.3 22.1 22.2 21.4 22.2 22.1 21.6 22.2
tokens / passage 169.5 168.6  168.1 169.3 146.6  146.2 1425 146.2
entities / passage 17.2 17.3 17.2 17.2 12.7 14.3 13.3 12.9
answers / passage 2.6 2.9 - 2.6 2.7 3.2 - 3.0
entity frequency 7.1 4.4 4.3 7.5 8.9 5.0 5.3 9.6
answer frequency 6.8 4.7 - 6.5 10.2 4.1 - 10.2
IPM query - - - - 0.86 0.85 0.86 0.86
IPM passage - - - - 0.82 0.81 0.82 0.82

Table 1: Comparative statistics of ReCoRD and RuCoS datasets.

ReCoRD tends to be more diverse regarding the entity and answer vocabularies. We assume that
this may be caused by language peculiarities, specifics of the data sources, and the topic distribution.
Besides, RuCoS comprises only single passage-query-answer triples, i.e. there are no multiple queries to
one passage. We believe that this setting allows for better coherence and cohesion between the passage
and the query. Specifically, ReCoRD query may be potentially generated from the last paragraphs of a
news article that may describe other consequences or details of the news event. Notably, each RuCoS
sample was validated on the cohesion as opposed to ReCoRD.

Note a few language peculiarities of the datasets. First, possessive adjectives (e.g. ”"English”, ” Amer-
ican”, ”British”) are very common in news articles; these are extracted as named entities in English as
opposed to Russian. Second, the answer entity in RuCoS may be expressed by a set of referents and sur-
face forms. For example, “The President of Russian Federation”, ”Vladimir Vladimirovich”, V. Putin”
and ”Vladimira Vladimirovicha Putina” refer to the same entity. Besides, the answer entities in RuCoS
may not be concorded in the query context. Therefore, the model is required to employ understanding of
rich inflectional morphology and high lexical variability of Russian.

9https ://github.com/aatimofeev/spacy_russian_tokenizer
Ohttps://github.com/explosion/spaCy
"nttps://super.gluebenchmark.com/tasks
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3 MuSeRC
3.1 Task Description

Russian Multi-Sentence Reading Comprehension (MuSeRC) is a reading comprehension dataset that
requires to reason over multiple sentences to obtain the answer. MuSeRC is the first to study multi-
hop MRC for Russian over an open-ended set of question types that require not only enhanced natural
language understanding, but also interpretive reasoning. MuSeRC is designed following three main
principles outlined in (Khashabi et al., 2018):

e Any question should be multi-hop, i.e. answered by inferring information spread across multiple
sentences in a passage;

e The answer is not necessarily a text span and can not be easily extracted. It thus requires reasoning
skills and deep text understanding;

e There can be a varying number of possible answers to the question which are independent of one
another. The task is therefore not only to find the best answer candidate but to evaluate the relevance
of each answer candidate.

We refer to multi-hop question as follows. Multi-hop question is a question that requires reasoning
over information spread across several sentences in a passage. Besides, the model is supposed to perform
interpretive reasoning and infer from general language understanding. Consider the example of the
following passage ”(1) Mother bought apples. (2) They were on the table. (3) John has never eaten
apples, that’s why he couldn’t stand it and tried one.” and the question ”"Where were fruits that were
eaten by a boy?”. The question is multi-hop since the answer can be obtained with only information
aggregated from more than one sentence. Moreover, the model is to employ coreference resolution and
general language understanding.

MuSeRC task is framed as a binary classification over a set of the answer candidates. Specifically, the
model is supposed to read a text and identify if a candidate is an answer to a given question. Each sample
consists of a passage with enumerated sentences, a natural language question, and a set of possible
answers. There can be multiple correct answers to the question. Such setting tests the model’s ability to
decide on the relevance of each candidate answer independently of others. MuSeRC is designed so that
the answer may only be received by gathering information from multiple sentences.

(1) The missing daughter of a top Manager of "LUKOIL" Victoria Teslyuk was found dead in the
Moscow region. (2) This was reported on may 3 by RIA New with reference to a source in law school: 15.3%
enforcement agencies. (3) "We have found the girl by accident, on the side of the road near \
Taldom, when the snow melted", - said the Agency interlocutor. (4) The investigative Committee of
the Russian Federation confirmed to the Interfax news agency that the body of a young woman
was found. (5) However, the UK stated that her identity has not yet been officially established. (6)

A genetic examination will be required to identify the body. (7) At the same time, an unofficial fairy tales: 4.0% ~_
source of Interfax stated that Teslyuk's valuables and personal belongings were found with the

/- annotations: 10.7%

girl. (8) The cause of death, according to preliminary data, was a skull fracture. (9) The 16-year-old | fiction: 20.0%

daughter of the top Manager of LUKOIL, Robert Teslyuk, Victoria Teslyuk, disappeared on March
26. (10) She left her house in the village of Gribki and went to a math tutor in Moscow. (11)
However, the girl did not reach the tutor. (12) At first her phone was not answered, and then it was
out of the access zone. (13) In April, the media reported that Teslyuk's dismembered body was
allegedly found in Arkhangelsk. (14) However, this information was later refused.

Question
What does RIA New report on may 3?

Answers

- Victoria Teslyuk was found dead (correct)

- The snow melted

- Daughter of a top Manager was found dead. (correct)
- The tutor was out of the access zone Ml annotations M fiction Bl news [l fairy tales [l school

meta-chart.com

news: 50.0%

Figure 2: An example of MuSeRC sample and the data sources distribution.

3.2 Data Collection

MuSeRC samples have diverse provenance collected over 5 different domains, and hence are expected
to be more diverse in their contents as compared to single-domain MRC datasets. Our dataset contains
more than 900 paragraphs across 5 different domains, namely: (1) elementary school texts, (2) news,
(3) fiction stories, (4) fairy tales, and (5) summaries of TV series and books. The distribution of the
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data sources is presented in Figure 2. Notably, school stories and fairy tales are relatively simple for
understanding, while news and summaries tend to be more complicated.

We used a variety of publicly available resources to construct MuSeRC such as the news segment of
Taiga corpus (Shavrina and Shapovalova, 2017), elementary school texts from Russian state exam tests,
and materials'?, etc. We filtered samples which correspond to the following criteria: (1) the passage
length is of less than 1.5K characters, (2) the passage must contain named entities, and (3) if the passage
contains only one named entity, then the entity must have one or more coreference relations. Besides, we
manually validated each sample on coherence and cohesion. Each passage was segmented into sentences
via rusenttokenize. The resulted sentences were manually validated on the correctness of segmentation.

3.3 Annotation Procedure

We now describe a two-step annotation procedure for obtaining natural language questions and answer
candidates, and their further validation. We used Yandex.Toloka to conduct the annotation procedure.
The first step is to collect natural language questions and their corresponding answers for each passage
obtained in 3.2. The crowd-workers were required to: (1) pose a natural language question to a given
passage, (2) specify sentence numbers needed to obtain the answer, and (3) provide a set of both correct
and incorrect answers. We filtered out samples that require only one sentence to get the answer. To ensure
the high quality at this step, we manually validated each submitted annotation assignment. Besides,
we prepared a training pool for the crowd-workers to practice. A detailed instruction was available
at any time. First, we analyzed the assignments to check if the workers understand the task correctly.
Unfortunately, 70% of the questions were not relevant. Most of the workers cheated or posed only single-
hop questions, i.e. the questions that can be answered based on a single sentence from a passage. This
step helped us to re-design the annotation procedure so that to obtain the required data.

Hence, we incorporated the following changes for the second step as to (1) cut the training assignments
since this proved to confuse the crowd-workers, (2) provide more information on multi-hop questions
accompanied with examples in the instruction, (3) ask the workers to provide a fixed number of both
correct and incorrect answers, and (4) write a filtering script used to discard irrelevant samples based on
the assignment analysis.

In the second step, we automatically filtered out all the assignments that: (1) involve potential cheating,
(2) contain single-hop questions, and (3) include inappropriate answers. The crowd-workers were asked
to validate the results obtained in the first iteration, specifically to check if the question can be answered
using the given passage and if the answer requires the information over multiple sentences. Besides, all
the assignments were then manually validated. We present the examples of the web interface for the
annotation procedure in Appendix A.2.

3.4 Comparison to MultiRC

MuSeRC consists of 12,805 sentences and 2.53 - 105 tokens computed with rusenttokenize and spaCy
Russian Tokenizer. Table 2 represents the comparative statistics of the MultiRC and MuSeRC datasets.
MultiRC dataset contains more data than MuSeRC: questions and answers. It should be noted that
MultiRC includes nearly 2K single-hop questions. In contrast, MuSeRC is designed so that it contains
only multi-hop questions. However, the number of MuSeRC multi-hop questions is lower than that of
the MultiRC, as such questions are very time and source consuming.

Figure 3 outlines the distribution of the most frequent questions in MultiRC and MuSeRC tasks (Mul-
tiRC is on the left; MuSeRC is on the right). It’s not correct to compare question types directly but some
consistent patterns could be identified. Though the wh-questions are very common for both datasets,
MuSeRC exhibits a wide variety of the interrogative expressions due to specifics of Russian. This also
indicates a broader diversity of the question types. Notably, the variety of MuSeRC questions is higher as
compared to MultiRC, where, for example, almost 35% of questions start with the interrogative pronoun
“what”, while in Russian it constitutes about 15%. About 28% of MultiRC questions require binary
decisions (true/false or yes/no), while in MuSeRC it’s only 1%.

https://fipi.ru/
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Figure 3: Most frequent first chunks of the questions

MultiRC | MuSeRC
number of paragraphs (train) 456 500
number of paragraphs (dev) 83 100
number of paragraphs (test) 166 322
number of questions (train) 5,130 2,896
number of questions (dev) 952 528
number of questions (test) 1,819 1,812
number of answers (train) 27,242 11,950
number of answers (dev) 4,845 2,235
number of answers (test) 9,691 7,613
number of multi-hop questions 5,825 5,228
candidates / question 5.28 4.16
answers / question 2.31 1.86
sentence / passage 14.3 13.875
tokens / passage 258.9 203.9
tokens / question 10.9 7.61
tokens / answer 4.7 53
yes/no/true/false questions (%) 27.57% 1%

Table 2: Comparative statistics of MultiRC and MuSeRC datasets.

4 Experiments

In this section, we describe a two-step baseline approach and human performance on each task. We first
used TF-IDF method as a naive baseline (see Section 4.1.1) and three BERT-based models as advanced
baselines (see Section 4.1.2). We outline the design of the human benchmark in Section 4.2 and provide
more details in the Appendices.

Metrics We roughly follow the evaluation procedure by (Zhang et al., 2018; Khashabi et al., 2018).

e MuSeRC Since each answer-option can be assessed independently, we apply F1-averaged (F1a)
to evaluate binary decisions over all the answer options in the dataset. It is a harmonic mean of
precision and recall per question. Exact Match (EM) is the exact match per each instance, i.e. each
set of predictions should be the same as of the answers.

o RuCoS EM here measures the percentage of predictions that match any one of the answer options
exactly. Macro-averaged F1 measures the average overlap between the prediction and the answer
referents by averaging the maximum F1 scores for each instance over a total number of instances.
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4.1 Baselines

4.1.1 Naive Baseline

TF-IDF vectorization method via Scikit-learn library (Pedregosa et al., 2011) is used as a naive baseline
(TF-IDF). For RuCoS task, we replaced the cloze-style query with each candidate answer. We then
computed the cosine similarity between TF-IDF vector representations of the passage and the generated
query. The answer is the candidate of the maximum similarity value. TE-IDF solution for MuSeRC task
is similar: we concatenated the passage with each answer option, and then computed the cosine similarity
between TF-IDF vector representations of the resulted concatenations and the question. The answer of
the maximum similarity value is considered as the prediction.

4.1.2 Advanced Baselines

We fine-tuned multilingual BERT model (Devlin et al., 2019) and two monolingual ones by Deep-
Pavlov'3 which are a part of HuggingFace library (Wolf et al., 2019).

e Multilingual BERT (Mult iBERT) is a multilingual language model pre-trained over concatenated
monolingual Wikipedia corpora in 104 languages including Russian. We fine-tuned this model on
each English and Russian MRC tasks to compare the performance.

e RuBERT (RuBERT) is a monolingual BERT-based model that was trained on the Russian segment
of Wikipedia and Russian news data. Notably, RuBERT outperforms Mult iBERT over a number
of NLP tasks for Russian.

e Conversational RuBERT (RuBERT-Conv) was trained by DeepPavlov on a number of publicly
available sources that reflect Russian relatively non-formal discourse, including OpenSubtitles (Li-
son and Tiedemann, 2016), Social Media segment of Taiga corpus, and many others.

4.2 Human Benchmark

We designed two human benchmark tasks using Yandex.Toloka to evaluate human performance. We pro-
vide examples of web interface for the tasks in the Appendices, particularly RuCoS A.1 and MuSeRC
A.2. Besides, the results of the human benchmark tasks and more detailed information are publicly avail-
able!*. The crowd-workers were required to successfully complete a training pool of the corresponding
human benchmark task assignments. The expandable instruction was available at any time.

RuCoS Human Benchmark Task was framed as to (1) read the passage and the cloze-style query
with a placeholder, (2) select all the referents to the answer entity that best fits the placeholder, and (3)
report any errors, including inconsistency, incoherence, and ambiguous answers.

MuSeRC Human Benchmark Task required crowd-workers to (1) read the passage and the question,
(2) check if the answer could be obtained using the passage (3) select the number of sentences needed to
infer the answer, and (4) select one or more possible answers from a set of candidates.

Requirements to the crowd-workers are similar to those described in Section 3.3. We did not con-
sider the results of the crowd-workers whose quality performance on the control tasks was lower than
50%. The dynamic overlap of 5 annotators allowed for the high quality of the inter-annotator agreement
(Cohen’s kappa between each pair of annotators ranges between 0.31 and 0.78. Mean average across
each pair of annotators is 0.55 for MuSeRC and 0.48 for RuCoS). The platform allows to analyze the
submissions, their consistency, the level of performers’ skills, and may automatically increase the over-
lap within the range to ensure the best quality. Additionally, we manually validated all the samples that
contained any feedback from the crowd-workers. The results were aggregated using the majority vote
over each sample. We used metrics described in Section 4 to assess the performance of human solvers.

Bhttp://docs.deeppavlov.ai/en/master/features/models/bert.html
“nttps://github.com/RussianNLP/RussianSuperGLUE/tree/master/HumanBenchmark
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5 Results

The results of the baseline models and human solvers are presented in Table 3. We did not evaluate
the performance of TF-IDF and BERT-based baselines on the English datasets, as it’s not appropriate
to compare them directly with Russian-oriented baselines. As for the English human benchmark tasks,
we used the scores from (Zhang et al., 2018; Khashabi et al., 2018). We now give a brief description
of the performance results. Compared to MuSeRC task, MultiRC human solvers perform slightly better
showing the difference of 1.2 Fla score and 9.9 EM score. Meanwhile, RuCoS human solvers achieve
better results as opposed to ReCoRD task. Despite that, human solvers obtained prominent performance
for each MRC task. TF-IDF baseline shows the worst results. The best MuSeRC performance among the
BERT-based models is achieved by RuBERT. Notably, RuBERT demonstrates the best results for RuCoS
task. Still, there is a substantial difference between the human and the baseline results.

It is worth mentioning that recent state-of-the-art language models for English, specifically TS5 model
(Raffel et al., 2019), have outperformed the human results on both ReCoRD and MultiRC datasets. The
model achieved 94.1% of F1 score and 93.4% of EM score for ReCoRD. The following results are
obtained for MultiRC: 88.1% of Fla score and 63.3% of EM score. TS5 demonstrates impressive results,
which we hope can be achieved for Russian as well. In future work, we are going to explore the language
patterns in questions of different reasoning types for both English and Russian MRC datasets. This
may be useful when studying the linguistic properties of the language models, specifically multilingual
ones. Another line of research is to analyze top-k best leader-board models in a cross-lingual scenario.
Particularly, we suppose that the training objectives of language models such as text infilling or sentence
shuffling as in TS and BART (Lewis et al., 2019a) may play a big role for the outstanding performance.

Model MultiRC | MuSeRC | ReCoRD RuCoS
Human Benchmark | 81.8/51.9 | 80.6/42.0 | 91.7/91.3 | 93.0/92.4
MultiBERT 54.8/12.0 | 66.8/33.6 | 39.7/38.9 | 30.6/29.6
RUBERT-Conv - | 71.7/32.9 - | 26.4/25.9
RuBERT - | 71.7/33.6 - | 34.4/33.9
TF-IDF - | 58.9124.4 - | 25.6/25.1

Table 3: Comparative results of the naive & advanced baselines, and human solvers for RuCoS and
MuSeRC.

6 Conclusion

This work is devoted to the assembly of RuCoS and MuSeRC, two novel machine reading comprehen-
sion datasets for Russian. The datasets are publicly available!> and included in the evaluation suite of
RussianSuperGLUE, the Russian general language understanding benchmark. The tasks require reason-
ing over multiple sentences, commonsense knowledge, and advanced natural language understanding.
We hope to provide a detailed description of the construction procedure, as well as a comparative analy-
sis of the proposed datasets, and their analogous tasks for English. Due to the language specifics, RuCoS
and MuSeRC tend to be relatively more complicated in some aspects as opposed to ReCoRD and Mul-
tiRC. Our baselines, including recent state-of-the-art BERT-based models for Russian, can not compete
with human solvers falling beyond their performance. We hope that RuCoS and MuSeRC will spur more
research in the field of Russian reading comprehension, and prompt the study of multi-hop reasoning in
a cross-lingual scenario.
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A Appendix

We provide examples of Yandex.Toloka tasks for MuSeRC and RuCoS annotation procedures, as well
as the web interfaces of the human benchmark tasks.

A.1 RuCoS

Figure 4 shows an original sample from RuCoS dataset which was automatically translated and illustrated
in Section 2.1.

Passage: MaTb [ABYX Majib4MKOB, O6pOLUEHHbIX OTLOM B
MOCKOBCKOM asponopTy LliepemeTbeBo, 3abpana ux. 06 sToM
coobwmnmn TACC B npecc-cnyxx6e MMHUCTepCcTBa 06pa3oBaHusA
M Haykm XabapoBckoro kpas. Cervac MmMnaawunin pebeHok
noceulaeTt AeTCKUI caf, a CTapLUUii XOAMT B LUKONY. B yye6HbIx
3aBefie- HUAX C HUMU MO HEOHXOAUMOCTM paboTatoT LWTaTHbIe
ncuxonorn. TakKXKe MWHUCTEPCTBO COLMANbHOWM  3aluTbl
HaceneHuss  paccMaTpvBaeT  BOMpoc O  6ecniaTHOM
03/10pPOBJIEHMM feTel B NleTHee BpeMsi. Yepe3 HECKOJIbKO AHeN
nocne Toro, Kak BukTop [aBpu/ioB GPOCWN CBOUX AeTel B
a3poropTy, OH SIBUJICA C MOBUHHON K CnefoBaTensiM B ropoje
Bartavicke PocToBckos 061acTy.

Query: 26 sHBaps <placeholder> 6pocun cbiHOBel B BO3pacTe
nsaTy n cemu net B LLlepemeTbeBo.

Correct Entities: BukTop laBpunos

Figure 4: An original sample from RuCoS dataset provided in Section 2.1

In RuCoS annotation tasks, the crowd-workers are shown a passage, a cloze-style query, and a set
of the answer candidates organized as a checkbox list. The named entities are colored in dark green.
The workers were encouraged to report any inconsistency and errors, or give any other feedback. We
manually checked each assignment and corrected the reported errors.

Figure 5 illustrates an example of the web interface for RuCoS annotation procedure. The crowd-
workers were asked to validate the coherence between the passage and the cloze-style query, select all
the answer referents, and report any inconsistency and errors.

Figure 6 shows a sample of the web interface for RuCoS human benchmark task. The task is similar
to that of the annotation procedure. The crowd-workers were required to select all the answer referents
that best fit the query placeholder, and encouraged to give any feedback.

A2 MuSeRC

Figure 7 shows an original sample from MuSeRC dataset which was automatically translated and pro-
vided in Section 3.1.

Figure 8 demonstrates a case of the interface for the first step of MuSeRC annotation procedure. The
crowd-workers were required to pose natural language questions to a given passage, select sentences
needed to infer the answer and provide a set of both correct and incorrect answers to the posed question.

Figure 9 outlines an example of the web interface for the second step of MuSeRC annotation proce-
dure. The crowd-workers were asked to check if a given question can be answered based on the passage
(obtained from the first step). Besides, this step allows for additional validation of the question type,
specifically one-hop or multi-hop. The workers were also asked to pose a new natural language question
to the given passage and also provide a set of both correct and incorrect answers.

Finally, Figure 10 illustrates an example of a web interface for the MuSeRC human benchmark task.
The crowd-workers were given a passage, a natural language question, and a set of the answer candidates.
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TekcT

VY JibBa JlewweHKo noaTBEpAMIICA KOPOHABMPYC, ero COCTOAHNE OLleHMBaeTCA
Kak Taxxenoe. O6 3Tom «JleHTe.py» COOBLUMM UCTOYHUK B YeTBepr, 26 mapTa.
OTmeqaeTcn, 4YTO BUPYC Bbi3BaJ1 Y UICNONHUTENA ABYXCTOPOHHIOKO
MHEeBMOHMIO. HakaHyHe cTano n3BecTHo, 4To HapogHoro aptucta PCOCP
nepeseny B peaHnMaumio 60/1bHULIbI ASIA 3apaXkeHHbIX KOPOHABMPYCOM B
KommyHapke. CoobLianocs, 4To JleweHKo Ha4yan 3aabixaTbCA, Yy Hero
CHU3WNCA NPOLEHT Kncnopoaa B kposu. KOmopucT Bnagumup BuHokyp
pacckasbiBan >XypHanucTam, 4To apTucTa rocnmtTanm3mpoBanm ns-3a
[BYCTOPOHHEr0 BOCNASIEHUA NErkmX.

» CTano nseecTHo o nepesofe JleweHko B peaHnmaumio 60/bH1LbI B
KommyHapke

« BUHOKYp paccka3san 0 COCTOAHUW FOCNUTanM3npoBaHHoro JleleHko
« JleB JlewweHKO C cynpyroi rocnutanMavpoBaHbl C MOJO3PEHNEM Ha
KOPOHaBMpyC

MpeanoxxeHue

1 ero cynpyra VpmHa nonanv B 605bHULY C MOA03PEHMEM Ha
KOpoHaBupyc 24 mapTa.

MoxxeTe nn Bbl forafarbeA, YTo JNly4lie Bcero nogxoauT Ha MecTto nponyCKa?
® [la Het
Bbibepute BCe BO3MOXHbIE BapuaHTbl OTBETa, KOTOPbIMU MOXXHO 3amnofiHUTb
nponycK B NpeanioxeHnn. BapnaHTbl 0TBETa MOryT He COBMaaath Mo Yncny u
najexy Ha MecTe nponycka.
Bnagumup BuHokyp
‘/J'IbBa IelweHko
‘/J'IeB IeLeHko
KommyHapke
BunHokyp
‘/J'IeLueHKo
PC®CP

Hw oauH BapWaHT He NoAXOAUT UK CNOXKHO OAHO3HAYHO OTBETUTL

Ecnu Bbl 06Hapy>Xunn Hepo4eT, noxarnyicra, cooblwmTe 06 3ToM.

MoxxanyicTa, npoBepbTe 3adaHmne ewé pas. Cnacmbo!

Figure 5: The web interface for RuCoS annotation procedure.

The task was to (1) check if the answer can be obtained using the passage, (2) select whether one or more
sentences are required to infer the answer, and (3) select one or more possible answers to the question.
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TekeTt

3anBnexune npeavgeHTa YkpauHel Bnagumupa 3eneHckoro o BuHe CCCP 3a pa3sAsbiBaHve BTopoi MMPOBOI BONHLI NEPEXOANT
BCAKWE rPaHu1Libl, TAKMe OLEHKW NPeCTYnHbI. Takoe MHeHWe Bbipasuna odmumnanbHelid npeactasutens MUO Pd Mapua 3axaposa
Ha 6puchuHre, KOTOpbIA TpaHCAMPYeT otuLmansHan cTpaHuLa BeagomcTea B Facebook. «Kak ksanucuumposats noaobHbie
3aABNeHnA?.. MonobHbie 3aABNEHNA NEpexXonAT BCe rpaHuLibl B NpuHUMne. OHW ABNAIOTCA OTKPOBEHHbIM NPeaaTeNnbCTBOM
WUCTOPUM CBOEro Xe Hapoaa», — ckasana 3axaposa. OHa go6asuna, 4To Bo3naraTb Ha YOWidLy 1 XXepTBY paBHYIO
OTBETCTBEHHOCTL NPECTYNHO U aMOPa/LHO.

« BonopaunH oueHnn cnoea 3eneHcKoro o BTopoi MvpoBoi BoHe
« B Kpbimy oueHvnu cnosa 3eneHckoro o BuHe CCCP 3a Hauyano Bropoii MupoBoii
« Kpemnb otBeTUN Ha cnoBa 3eneHckoro o BuHe CCCP 3a pa3eAssiBaHue BTopoii MvpoBoi

MpepnoxexHue

27 AHBapA 3afABMN, 4YTO B Pa3BA3biBAHUM BOWHLI HApaBHe ¢ HauMcTeKoi MepmaHuneid BuHoBat CoeeTckuid Colo3, u pobasun,
y1o lNMonblua Nepeoi NoYyBCTBOBANA Ha cebe «CroBOpP TOTANMTAPHbLIX PEXUMOB».

BblﬁepMTE BCe BO3MOXKHbIE BapWaHTbl OTBETA, KOTOPbIMIA MOXXHO 3aMN0/IHUTL NPONYCK B NMPEeANoXXeHWUN. Bﬂpl/lﬂHTbl oTBETa MOryT HE
coBnagate NO YMCNy W Nagexy Ha MecTe nponycka.

Brnagnmupa 3eneHckoro

Mapuna 3axaposa

3eneHckoro

Facebook

3axaposa

BonoguH

YKpanHb!

Kpemnb

Kpbimy

CCcP

MU

P®

Ecnu Bbl 06Hapy»XMnn HeAOUET, NoXanyincTa, coobmte 06 aTom.

Moxanyiicta, nposepbTe 3anaHue eweé pas. Cnacubo!

Figure 6: The web interface for RuCoS human benchmark task.

Passage:

(1) Mponaswas ao4b Ton-meHekepa "Jlykona" Buktopns Tecniok HaigeHa MEpTBOIA B
MNogmockoBbe. (2) O6 aToM 3 Mas coo6waeT PUA HoBocTH CO CCbINKOIA HA MCTOYHUK B
npaBooXpaHuTeNbHbIX opraHax. (3) "O6Hapy»Kunu AeByLIKY Cy4aiiHo, Ha o6o4nHe Joporu
Hepaneko oT Tangoma, koraa pactasin cHer", - 3asBun cobecegHvk areHTcTsa. (4) B
CnepncteeHHoM komuTeTe PO areHTcTBY “MHTepdakc" nogTeepaviv, YTo HaiaeHo Teno
MONOZ0M XeHWwmnHbI. (5) OgHako B CK 3asBMnM, 4To odmumansHo e& NMYHOCTL NoKa He
ycraHoeneHa. (8) [ns ngeHtucdukayum tena notpebyetcsa reHeTudeckas aKcnepTusa.

(7) Mpw aTOM HeoULMaNbHBIA UCTOYHUK "MHTepdakca" 3asBus1, 4TO NpU AeByLLIKE Hallnu
LIEHHOCTU W NWYHbIE BeLw Tecniok. (8) MNpUYMHOA CMepTH, NO NPpeaABapUTENbHbLIM AaHHbIM, CTan
nepenoM uyepena. (9) 16-neTHan foyb Ton-meHemxkepa "Jlykonna" PobepTa Tecniok, Buktopus
Tecniok, nponana 26 mapra. (10) OHa Bbilwna u3 goma B aepeBHe Mpubku u Hanpasunack K
peneTuTopy no mMatematuke B Mocksy. (11) OgHako no peneTvTopa geByluKa He goexana. (12)
CHauvana e€ TenedoH He oTBeYas!, a NOTOM OKasascs BHe 30HbI gocTtyna. (13) B anpene 8 CMU
MOSIBAMMCH ClyXV O TOM, YTO pacyneHEHHOe Teno Tecniok AkoObl HalnK B ApXaHrenbeKke.

(14) OpHako 3aTem 3Ta MHdoOpPMauws Bbina ONpoBeprHyTa.

Question:
O yem coobuaet PUA HoBocTu 3 mas?

Answers:

. BukTopus Tecniok HalifeHa MepTBoiA. (correct)
. HarineHo Teno no4epu Ton-meHepkepa. (correct)
.

Pacrasn cHer.
PeneTtvTop okasancsi BHe 30HbLI 4OCTyNa.

Figure 7: An original sample from MuSeRC dataset provided in Section 3.1
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(1) 26 cheBpana PocTypuam pekoMeHO0Ban poccMAHaM He nocewats WpaH, IOxHyto Kopeto 1 Utanuio. (2)
Tam ceiqac — KpynHbIe o4ary pacnpocTpaHeHWA KopoHaBupyca (XoTb U He Takue, kak B Kutae, roe
Ha4yanocb maccoBoe 3apaxeHue). (3) OgHOBpeMeHHO POCCUMIACKME BNACTU NPEanpUHUMALOT Mepbl NPOTUB
MHEKUMX BHYTPU cTpaHbl. (4) MNpasaa, He BCe UX ASNCTBUA BbIMMAQAT ONpaBaaHHbIMK: HanpuMmep,
MOCKOBCKWE YAHOBHUKK Hadanu HabnogeHwe 3a rpaxaaHamm KHP B o6wecTBEHHOM TpaHcnopTe

C NPUMEHeHMeM TEXHONOrMKu pacnosHaeaHua nuu. (5) Mpuyem oduumaneHbii NekWH yxe aan NoHATb, YTO
cHATaeT 3T ,D,QI;ICTBVIH OUCKPUMUHALMOHHBIMMW.

MpupymaiiTe BONPOC K TEKCTY™:

Kakve npeanoyeHna Hy>Hbl, 4TOBbI OTBETUTL Ha AaHHbIA Bonpoc™?

MpaBunbHbIA(bIE) OTBET(bI) HA AAHHLIA BONpOC* (pasgenurens /)

HenpaBunbHbli(ble) 0TBET(bI) HA AaHHbIA BONpOC* (pasgenutens /)

MpuaymaiiTe pyroi BonNpoc K TEKCTY™:

Kakue npeanoXeHna Hy>Hbl, 4ToBbl OTBETUTL Ha AaHHbIA Bonpoc™?
1 2 3 4 5

MpaBunbHbIA(bIE) 0TBET(bl) HA AaHHLI BONPOC* (pasgenutens /)

HenpaBunbHbli(ble) oTBET(bl) HA OaHHbIA BONpoC*(pasgenurens /)

Figure 8: Web interface for the first step of MuSeRC annotation procedure.
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(1) Yeunun J1aHrgoHa okasbiBaloTCA HAMPACHLIMU: MELLIOK PacTBOPEH, 3apadkeHne NpousoLwno. (2) Yemaes B Nnog3eMHOM 3ane
CueHy, J1aHraoH roHnTeA 3a Hei. (3) OHa MoxeT y6exarb, Ho ocTaétea — 6exartk eil Hekyna. (4) CueHa pacckasbiBaeT
NaHrpony o nuceme 306pucTa, KOTOPOE OHa NOMYYUNa Nepes NCHe3HOBEHMEM YHEHOrO. (5) 306pucT Hanucan el 06
N306pETEHHOM MM BUpYCe, KOTOPLIF BTOPraeTCA B FreHETUYECKUIA KO, YenoBeka v BbidbiBaeT 6ecnnogue. (6) OH nobun
yenoseyecTso. (7) He xenan ybrusaTe MUNNMOHDLI Nlogeid, OH npuayman 6esonacHyto ansTepHaTuey Yyme. (8) He 6ynet 6onbHuuy,
nepenonHeHHLIX yMUpaloLWMMK, He GyLeT rHUIoLLMX TPYNoB Ha yauuax, He 6yaeT ropA oT 6e3BpeMEeHHOR cMepTH 6IM3KuUX. (9)
HeT, npocTo 6yaeT NOABNATLCA HA CBET HAMHOro MeHblue aeTei. (10) CueHa ncnyranach, YTO 04X MOAMYT NPUHLIMA, MO
KOTOPOMY CO3[aBancA BUPYC, Y HAYHYT NPouU3BoavTL GakTepronoroyeckoe opyxme. (11) OHa pelumna yHUUTOXUTb BUPYC, HO
onospana. (12) feHb, oTMeYeHHbIn 306pMCTOM, OKa3ancA He CPOKOM, KOraa BUPYC BhIMAET Ha csobofy, a AaToM, K KOTOpoi BCé
4YenoBeYecTBO OKaXeTCA 3apaxeéHHsim. (13) Led noHumaeT, 4To CUHCKM He OTNYCTUT ero 6e3HakasaHHbIM. (14) OH opraHusyeT
o4yepenHylo MUCTUMKALMIO U NbITAaeTCA cbexaTk, HO eMy 3TO He yAaéTcA — Wweda apecToBbLIBatoT.

Moyemy CueHa onosaana ¢ yHUUTOXEHUEM BUpyca?

MO3HO N OTBETUTL HA AaHHbIA BONPOC, UCMONb3YA TEKCT?

e [la Het

WHdhopmaLmio M3 CKOMbKUX NPEASIOXEHNIA HYXXHO MCNONb3oBaTh, YTOObLI MOHATL BONPOC N OTBETUTL HA Hero?
1 @ Bonbwe 1

MpuaymaiiTe cBOM BONpOC MO TEKCTY™:

BnvwurTe NnpaBUNbHbIA OTBET Ha Bonpoc*

BnuwunTe HenpaBubHbIA OTBET*

[Oob6aBbTe elé 0gvH OWKMG0YHbIM OTBET*

[ob6asbTe ewé ogHy hopMyNMPOBKY BEPHOro OTBETA

[o6asbTe elwé oanH oWKUGOYHbIA OTBET

MNpoeepbTe 3anonHeHue ewé pas. Cnacubo!

Figure 9: The web interface for the second step of MuSeRC annotation procedure.
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(1) Cnop o KHWre npofonxaeTcA Ha AHe poxaeHnA Conm MyxoBol, Kyaa NpuxoauTt nNpAMo n3 knyba CaB4eHKo. (2) «YMHbIA
Yenosek, a BoicTynan no Tpadgpapety! (3) — ropA4uTtca MNpuwa. (4) — Mony4aeTcA, 4TO NMYHOMY — He MecTo B iuTepatype. (5) A
KHWra BCEX 3adena 3a >XUBoe: CIINLIKOM HacTo eLé Mbl FOBOPMM OAHO, @ B IMHYHON XM3HU nocTynaem nHade. (6) Mo Takum
KHWram 4urartens uctockoeasncal» (7) — «Bbl npaBbl, — KMBaeT oAMH 3 rocTei, XxyaomxHuk Cabypos. (8) — Mopa BCNOMHWTL,
4TO ecTb UckyccTeo!» (9) — «A no-moemy, KopoTtees npas, — Bo3paxaeT CoHA. (10) — CoBeTCKWiA YenoBeKk Hay4usIcA
ynpaenATb NPUPOLON, HO OH LOMMKEH HAYYUMTLCA YNPaBNATL U CBOMMK YyBCTBaMK...» (11) JleHe XKypasnésoii He C kem
06MEHATLCA MHEHUEM 06 yCrblaHHOM Ha KOH(EPEHLMM: K MY>Xy OHa YXKe AaBHO Oxnafena, — KaXeTCA, C TOro OHA, Koraa B
pasrap «fena spaqei» ycnbllana oT Hero: «Hepecyyp AOBEPATL MM Henb3A, aTo 6eccnopHo». (12) MNpeHebpexwuTensHoe 1
GecnowaaHoe «um» notpAacno Jleny. (13) N koraa nocne noxapa Ha 3asoge, rae XXypasnés nokasan ce6a MOMOALOM, O HEM C
noxeanon otoasancA KopoTtees, eii XoTenock KpMkHYTb: (14) «Bbl HU4ero He 3HaeTe o HeMm. (15) 3To beanyLHbIi Yenosek!»

Yem, no mHeHuio CoHm, ynpaBnAeT cOBETCKUN YenoseKk?

MOo>HO N OTBETUTL HA AaHHBLIA BONPOC, MCNONL3YA TEKCT?

e fla Her

WHdopmaLumio U3 CKOMbKUX NPELI0XEHWIA HYXHO MUCNONb30BaTh, YTO6LI MOHATE BONPOC M OTBETUTL Ha Hero?
1 ® Bonbwe 1

Bbibepute npasuibHblii(bie) oTBeT(bl):

Meicnbio. 4 Hayuuncs ynpasnste npupogoii. \/I'Ipmpomwl. YyscTeamu. Hayunncs ynpaenste ceoeil Bonei.

Figure 10: Example of the assignment for the MuSeRC human benchmark task.
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