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Abstract

Keyphrase extraction is the task of extracting a small set of phrases that best describe a docu-
ment. Most existing benchmark datasets for the task typically have limited numbers of annotated
documents, making it challenging to train increasingly complex neural networks. In contrast,
digital libraries store millions of scientific articles online, covering a wide range of topics. While
a significant portion of these articles contain keyphrases provided by their authors, most other
articles lack such kind of annotations. Therefore, to effectively utilize these large amounts of
unlabeled articles, we propose a simple and efficient joint learning approach based on the idea
of self-distillation. Experimental results show that our approach consistently improves the per-
formance of baseline models for keyphrase extraction. Furthermore, our best models outperform
previous methods for the task, achieving new state-of-the-art results on two public benchmarks:
Inspec and SemEval-2017.

1 Introduction

Keyphrase extraction is the task of automatically extracting a set of representative phrases from a doc-
ument that concisely describe its content. As keyphrases provide a brief yet precise description of a
document, they can be utilized for various downstream applications (D’Avanzo and Magnini, 2005;
Litvak and Last, 2008; Kim et al., 2010; Boudin and Morin, 2013). Over the past years, researchers
have proposed many methods for the task, which can be divided into two major categories: supervised
(Sterckx et al., 2016; Zhang et al., 2017; Alzaidy et al., 2019) and unsupervised techniques (Florescu
and Caragea, 2017b; Boudin, 2018; Mahata et al., 2018). In the presence of sufficient domain-specific
labeled data, supervised keyphrase extraction methods are often reported to outperform unsupervised
methods (Kim et al., 2013; Caragea et al., 2014; Sahrawat et al., 2020).

Recently, many deep learning based methods have achieved promising performance in a wide range
of NLP tasks (Lai et al., 2018b; Tran et al., 2018; Peters et al., 2018; Devlin et al., 2019; Lewis et al.,
2019; Lai et al., 2020). However, most existing benchmark datasets for keyphrase extraction typically
have limited numbers of annotated documents, making it challenging to train an effective deep learning
model for the task. In contrast, digital libraries store millions of scientific articles online, covering a
wide range of topics. While a significant portion of these articles have author-provided keyphrases,
most other articles lack such kind of annotations. For example, major NLP conferences (i.e., ACL,
EMNLP, COLING) normally do not require authors to provide keywords of their publications. In this
paper, to effectively utilize these large amounts of unlabeled articles available online, we propose a novel
joint learning approach based on the idea of self-distillation (Furlanello et al., 2018). To evaluate the
effectiveness of our method, we use the Inspec and SemEval-2017 datasets. Experimental results show
that our approach consistently improves the performance of baseline models. Furthermore, our best
models achieve new state-of-the-art results on the two public benchmarks.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Figure 1: A high-level overview of our baseline model.

In summary, we have made the following contributions: (1) We propose a novel joint learning frame-
work based on self-distillation for improving keyphrase extraction systems (2) Experiments on two public
datasets, Inspec and SemEval-2017, demonstrate the effectiveness of our proposed methods. In the fol-
lowing parts, we first describe some preliminaries relating to the formulation of the keyphrase extraction
problem and the architecture of our baseline models (Section 2). We then go into details at our self-
distillation approach in Section 3. After that, we describe the conducted experiments and their results in
Section 4. Finally, we conclude this work in Section 5.

2 Preliminaries

Problem Formulation Similar to recent works (Gollapalli et al., 2017; Sahrawat et al., 2020), we
formulate keyphrase extraction as a sequence labeling task. Let D = (t1, t2, ..., tn) be a document
consisting of n tokens, where ti represents the ith token of the document. The task is to predict a
sequence of labels y = (y1, y2, ..., yn), where yi ∈ {I,B,O} is the label corresponding to token ti. Label
B denotes the beginning of a keyphrase, I denotes the continuation of a keyphrase, and O corresponds to
tokens that are not part of any keyphrase. An advantage of this formulation is that it completely avoids the
candidate generation step required in previous ranking-based approaches (El-Beltagy and Rafea, 2009;
Bennani-Smires et al., 2018). Instead of having to generate a list of candidate phrases and then ranking
them, we directly predict the target outputs in one go. This formulation also provides a unified approach
to keyphrase extraction, as it has the same format as other sequence labeling tasks.

Baseline Models In this work, we employ the BiLSTM-CRF architecture as the baseline architecture
(Huang et al., 2015; Alzaidy et al., 2019; Sahrawat et al., 2020; Zhu et al., 2020). Figure 1 shows a
high-level overview of our baseline model. Given a sequence of input tokens, the model first forms
a contextualized representation for each token using a Transformer-based encoder. The model then
further uses a bidirectional LSTM (Hochreiter and Schmidhuber, 1997) on top of the Transformer-based
representations. After that, a dense layer is used to map the output of the bidirectional LSTM to the label
space. Finally, a linear-chain CRF is applied to decode the labels.

3 Joint Learning based on Self-Distillation (JLSD)

Figure 2 shows a high-level overview of our proposed self-distillation approach. We refer to the labeled
dataset as the target dataset and the unlabeled dataset as the source dataset. We first train a teacher
model using existing labeled examples. After that, we start training a student model parameterized
identically to the teacher model. During each training iteration, we sample a batch of both original
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Figure 2: A high-level overview of our proposed method.

labeled examples and unlabeled examples with pseudo-labels generated by the teacher. At any point
during the training process, if the student model’s performance improves (i.e., achieves better results on
the validation set of the target dataset), we re-initialize the teacher model with the current parameters
of the student model, and then continue training the student using the same procedure. The intuition is
to produce a virtuous cycle in which both the teacher and the student will become better together. A
better teacher will generate more accurate pseudo-labels, which in turn helps train a better student. And
then the improved student will be used to re-initialize the teacher. Algorithm 1 formally describes our
proposed approach. Note that T denotes the number of training iterations, and r is a hyperparameter that
determines how many unlabeled documents to be sampled in each iteration. During an iteration of JLSD,
if the teacher happens to generate bad pseudo-labels for an example, the effect will not be detrimental.
By design, the performance of the teacher is monotonically non-decreasing with time, therefore, when
the teacher comes across the same example again, it is like to generate better pseudo-labels. To the best
of our knowledge, the only other work exploring self-learning for keyphrase extraction is that of Zhu et
al. (2020). However, during each training epoch, their method needs to label all unlabeled examples and
then selects the ones with high confidence scores. This would incur a lot of overhead for every single
training epoch as the number of unlabeled examples is typically very large. Our approach does not suffer
from these issues. Our teacher model generates pseudo labels on-the-fly during each training iteration.
Another highly related work is the paper by Ye and Wang (2018). However, the work focuses on the task
of keyphrase generation instead of keyphrase extraction.

Algorithm 1: Joint Learning based on Self-Distillation (JLSD)

Input: Labeled documents
{
(D1, y1), ..., (Dn, yn)

}
and unlabeled documents

{
D̃1, D̃2, ..., D̃m

}
Train a teacher model using labeled documents.
Initialize a student model with same architecture and parameters as the teacher.
for i = 1 . . . T do

Sample a batch of labeled documents L uniformly at random.
Sample a batch of unlabeled documents Ũ =

{
D̃i1, ..., D̃ik

}
uniformly at random (k = r|L|).

Use the teacher to generate (hard) pseudo labels for Ũ to get U =
{
(D̃i1, yi1), ..., (D̃ik, yik)

}
.

Use gradient descent to update the parameters of the student using examples in L ∪ U .
If
(
Student performance has improved

)
then Re-initialize the teacher using the student.

end



652

Approach
Datasets

Inspec (F1) SemEval-2017 (F1)

Previous Models

ELMo (Sahrawat et al., 2020) 0.568 0.504
RoBERTA (Sahrawat et al., 2020) 0.595 0.508
SciBERT (Sahrawat et al., 2020) 0.593 0.521
BERT (Sahrawat et al., 2020) 0.591 0.522

SciBERT-based Models
SciBERT (Our implementation) 0.598 ± 0.006 0.544 ± 0.008
SciBERT + JLSD 0.605 ± 0.001 0.546 ± 0.002

BERT-based Models

BERT (Our implementation) 0.596 ± 0.003 0.537 ± 0.003
BERT + Simple Joint Training 0.582 ± 0.004 0.545 ± 0.008
BERT + Simple Pretraining 0.588 ± 0.002 0.548 ± 0.004
BERT + JLSD 0.601 ± 0.004 0.554 ± 0.004

Table 1: Overall results on the target datasets (means and standard deviations of our results are shown).

Metrics
Our Models Unsupervised Ranking-based Models

BERT +
JLSD

BERT
SciBERT +

JLSD
SciBERT SIF Embed RVA Position Topic Single YAKE

F1@5 42.06 41.97 43.32 42.39 29.11 27.20 21.91 25.19 22.76 24.69 15.73
F1@10 57.52 57.15 58.05 57.25 38.80 34.98 30.13 31.53 27.30 33.19 19.07
F1@15 66.05 66.01 66.88 66.13 39.59 36.45 33.22 33.30 28.42 35.42 20.17

Table 2: Comparison of our models and unsupervised models (F1@5, F1@10, and F1@15 test scores
on the Inspec dataset are reported). To save space, standard deviations of our results are not shown.

4 Experiments and Results

Data and Experiments Setup In this work, we experimented with two target datasets: Inspec and
SemEval-2017. The Inspec dataset (Hulth, 2003) has 1000/500/500 abstracts of scientific articles for
the train/dev/test split. The SemEval-2017 dataset (Augenstein et al., 2017) has 350/50/100 scientific
articles for the train/dev/test split. In our experiments, we use the KP20k dataset (Meng et al., 2017) as
the source dataset, because it contains more than 500,000 articles collected from various online digital
libraries. Even though each article in the dataset has author-provided keyphrases, our proposed method
does not require such supervised signals. We implemented two baseline models (Section 2) with dif-
ferent pre-trained contextual embeddings: BERT (base-cased)1 and SciBERT (scivocab-cased)2 (Wolf
et al., 2019). From this point, we will refer to baseline models trained only on labeled data as [BERT]
and [SciBERT]. We refer to models trained using our joint learning approach as [BERT + JLSD] and
[SciBERT + JLSD]. For each variant, two different learning rates are used, one for the lower pretrained
Transformer encoder and one for the upper layers. The optimal hyperparameter values are variant-
specific, and we experimented with the following range of possible values: {4, 8, 16} for batch size,
{2e-5, 3e-5, 4e-5, 5e-5} for lower learning rate, {1e-4, 2e-4, 5e-4, 1e-3, 5e-3} for upper learning rate,
and {25, 50, 75, 100, 125} for number of training epochs. For JLSD, we experimented with various val-
ues for r among {0.25, 0.5, 1, 1.5, 2, 4}. We did hyper-parameter tuning using the provided dev sets.

Comparison with Previous Supervised Methods We first compare the performance of our models
with the supervised models proposed by Sahrawat et al. (2020), as they have recently achieved state-
of-the-art results on the two target datasets. Our baseline models are similar to the models proposed
by Sahrawat et al. (2020), each consists of a contextualized embedding layer followed by a BiLSTM-
CRF structure. Table 1 presents the overall results on the Inspec and SemEval-2017 datasets. Results
of our models are averaged over three random seeds. When calculating the F1 scores, we consider only
extractive keyphrases that are present in the documents. We see that our own implementation of the
[BERT] and [SciBERT] variants achieve better results than reported by Sahrawat et al. (2020). Also, by
applying our proposed joint learning method (JLSD), we can consistently improve the performance of the
baseline variants. For example, the [SciBERT + JLSD] variant achieves new state-of-the-art performance

1https://huggingface.co/bert-base-cased
2https://huggingface.co/allenai/scibert_scivocab_cased
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on the Inspec dataset, while the [BERT + JLSD] also outperforms previous methods on the SemEval-
2017 dataset. These results demonstrate the effectiveness of our joint learning approach.

Comparison with Previous Unsupervised Methods We also compare our models with previous state-
of-the-art unsupervised approaches, including SIFRank (Sun et al., 2020), EmbedRank (Bennani-Smires
et al., 2018), RVA (Papagiannopoulou and Tsoumakas, 2018), PositionRank (Florescu and Caragea,
2017a), TopicRank (Bougouin et al., 2013), SingleRank (Wan and Xiao, 2008), and YAKE (Campos et
al., 2018). Table 2 presents the comparison on the Inspec dataset. In this case, since the unsupervised
methods are ranking-based methods, the performances are evaluated in terms of F1-measure when a fixed
number of top keyphrases are extracted (i.e., F1@5, F1@10, and F1@15 measures are used). We see
that our baseline models [BERT] and [SciBERT] already outperform previous unsupervised methods by a
large margin. This agrees with previous studies, suggesting that in the presence of sufficient labeled data,
supervised methods typically perform better than unsupervised methods (Kim et al., 2013; Caragea et al.,
2014). Also, by applying JLSD, we further increase the gap with previous unsupervised methods. Note
that, by default, our baseline model is a sequence labeling model (Section 2). Therefore, to compare
our models with previous unsupervised ranking methods, we need to convert our models into ranking
models by deriving a way to compute confidence scores for predicted keyphrases. In order to do so, we
first calculate marginal probabilities after the CRF layer and simply make an independence assumption
to compute the probability for a predicted keyphrase.

Comparison with Other Transfer Learning Techniques Finally, we compare our joint learning ap-
proach to other popular transfer learning techniques, including simple pretraining and simple joint train-
ing. Despite their simplicity, these strategies have been shown to be effective for a wide range of tasks
(Min et al., 2017; Lai et al., 2018a; Yoon et al., 2019; Lai et al., 2019; Langenfeld et al., 2019). In simple
pretraining, we first train a baseline model on the scientific articles in the source dataset. After that,
we simply finetune the same model on a target dataset (i.e., Inspec or SemEval-2017). In simple joint
training, we train a baseline model using examples from both the source dataset and the target dataset at
the same time. Before each new training epoch, we sample a new set of examples from the source dataset
and add them to the pool of examples of the target dataset. Different from our proposed approach, these
two transfer learning techniques are only applicable to situations where the source dataset is labeled.
In this case, since each article in the source dataset (i.e., KP20k) contains author-provided keyphrases,
we use these keyphrases as the supervised signals. From the Table 1, we see that our variant [BERT
+ JLSD] outperforms both variants [BERT + Simple Joint Training] and [BERT + Simple Pretraining],
even though [BERT + JLSD] does not require the source dataset to have any supervised signal. Further-
more, we see that the two simple transfer learning approaches even adversely decrease the performance
of the BERT baseline model on the Inspec dataset.

5 Conclusion

In this work, we propose a novel joint learning approach based on self-distillation. Experimental results
show that our approach consistently improves the performance of baseline models. Our best models
even achieve new state-of-the-art results on two public benchmarks (Inspec and SemEval-2017). In
future work, we plan to explore how to extend our method to other tasks (Brixey et al., 2018) and other
languages. We will also investigate how our method can be used in few-shot settings.
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