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Abstract

In this paper, we approach the multilingual text classification task in the context of the epidemi-
ological field. Multilingual text classification models tend to perform differently across differ-
ent languages (low- or high-resource), more particularly when the dataset is highly imbalanced,
which is the case for epidemiological datasets. We conduct a comparative study of different
machine and deep learning text classification models using a dataset comprising news articles
related to epidemic outbreaks from six languages, four low-resourced and two high-resourced,
in order to analyze the influence of the nature of the language, the structure of the document,
and the size of the data. Our findings indicate that the performance of the models based on
fine-tuned language models exceeds by more than 50% the chosen baseline models that include
a specialized epidemiological news surveillance system and several machine learning models.
Also, low-resource languages are highly influenced not only by the typology of the languages on
which the models have been pre-trained or/and fine-tuned but also by their size. Furthermore, we
discover that the beginning and the end of documents provide the most salient features for this
task and, as expected, the performance of the models was proportionate to the training data size.

1 Introduction

Monitoring and containment of infectious disease outbreaks have been an ongoing challenge globally.
Whether previously with Ebola or today with the Covid-19 pandemic, surveillance has remained a key
component of public health strategy to contain the diseases. The ability to detect disease outbreaks in an
accurate and timely manner is critical in the deployment of efficient intervention measures. For instance,
Ebola cases and outbreaks need to be immediately detected in order to be contained and stopped. A
delayed response can have a significant economic and social impact, in addition to increased morbidity
and mortality rates. Thus, the detection needs to be done as soon as the first reports appear, and, naturally,
as such reports may not be in English, there is a need for effective multilingual surveillance systems.

In recent years, there has been a rapid increase in data generated as a result of the progressive evolution
of the Internet. The proliferation of digital data sources provide an avenue for data-driven surveillance,
referred to as Epidemic Intelligence. Epidemic intelligence involves the collection, analysis, and dis-
semination of key information related to disease outbreaks, with the objective of detecting outbreaks
and providing early warning to public health stakeholders (World Health Organization, 2014). Natural
Language Processing (NLP) techniques have made it possible to analyze data from web sources, such
as social media, search queries, blogs, and online news articles for health-related incidents and/or events
(Salathé et al., 2013; Bernardo et al., 2013). Data-driven epidemic intelligence can be viewed as a two-
step process comprising a classification task followed by the event extraction task (Joshi et al., 2019),
which can help to predict the epidemic disease dynamics and where the next outbreak of epidemic would
most likely happen. The classification task entails the identification of texts relevant to disease outbreaks
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from a large collection of data. Considering, for instance, a dataset of online news articles, the articles
that report an outbreak of disease are separated from those which do not. Next, the event extraction task
takes the identified relevant documents as input and predicts health-related events with arguments such as
the disease name and the location where the outbreak was reported. Like any other task that involves text
analysis using NLP approaches, ambiguity is a key challenge when dealing with epidemic-related text
data. Ambiguity manifests itself where a sentence in a document may have mentioned a disease, but may
not necessarily be reporting on an outbreak of a disease. For instance, with the ongoing coronavirus pan-
demic, there are numerous news articles posted daily reporting on various aspects related to the disease.
It becomes a challenge to extract the few relevant news articles that are of interest to the epidemiologist,
articles that report on the number and location of new cases. Epidemic reporting is also characterized by
news reports from divergent sources and languages which further compounds computational epidemiol-
ogy. Furthermore, when working in a multilingual setting of real-world data, another challenge arises
from the lack of annotated data for low-resource languages. The creation of such data can be expensive,
time-consuming, and requires human expertise to annotate, hence it is a labor-intensive task.

In view of these challenges, appropriate NLP approaches are required in order for data-driven epidemic
surveillance to be successful. Therefore, we seek to provide a comprehensive quantitative study of low-
shot text classification models applied on a dataset comprising news articles about disease outbreaks
from several diverse language families namely, English, Greek, French, Russian, Polish, and Chinese.

We seek to compare state-of-the-art approaches for epidemiological text classification from both deep
learning and classical machine learning techniques by training a variety of models and evaluating them
in several circumstances, in order to analyze their application in a real-world scenario. To the best of
our knowledge, this is the first extensive study to specifically evaluate the performance of multilingual
epidemiological text classification methods.

The remainder of this paper is organized as follows. Section 2 reviews works related to NLP-based
epidemic surveillance systems, Section 3 describes the dataset used in the study, while the experiment
setup and results are presented in Section 4. Finally, we provide a discussion of the results in Section 5,
and the conclusions and possible suggestions for future research are presented in Section 6.

2 Related Work

There are a number of empirical works targeted at the application of NLP for the detection of disease
outbreaks. Among them is Data Analysis for Information Extraction in any Language (DANIEL), a
multilingual news surveillance system that leverages repetition and saliency (the beginning and the end
of a news text often comprises the salient zones), properties that are common in news writing (Lejeune et
al., 2015). By avoiding grammar analysis and the usage of language-specific NLP toolkits (e.g., Part-of-
speech tagger, dependency parser) and by focusing on the general structure of journalistic writing style
(Hamborg et al., 2018; Lucas, 2009), the system is able to detect crucial information from news articles.
Furthermore, the multilingual nature of the system enables global and timely detection of epidemic
events since it eliminates the requirement for translating local news to other languages for subsequent
transmission. The system can easily be adapted and scaled to extract events across languages, therefore,
being able to have a wider geographical coverage. Reactivity and geographic coverage are of paramount
importance in epidemic surveillance (Lejeune et al., 2015).

Similar to DANIEL is BIOCASTER (Collier, 2011; Collier et al., 2008) which has produced good
results in analyzing disease-related news reports and in providing a summary of the epidemics. The
BIOCASTER, an ontology-based text mining system, processes, and analyzes web text for the occur-
rence of disease outbreak in four phases namely, topic classification, Named Entity Recognition (NER),
disease/location detection, and event recognition. The Naive Bayes algorithm is used for the classifica-
tion of the reports for topical relevance. The news stories identified to be relevant to disease outbreaks
are propagated to the subsequent levels of processing. The major limitation of the BIOCASTER is its
inability to detect disease outbreaks beyond the eight languages (Chinese, English, French, Japanese,
Korean, Spanish, Thai, and Vietnamese) present in its ontology (Doan et al., 2019). Therefore, scaling
the system to work across different languages requires manually updating the ontology with information
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for new languages. In addition, the system is not publicly available, except for the ontology.

The EcoHealth Alliance Global Rapid developed the Identification Tool System (GRITS), an appli-
cation that provides automatic analyses of epidemiological texts. The system extracts important infor-
mation about a disease outbreak, such as the most likely disease, dates, and countries where the outbreak
originates. The pipeline for GRITS entails transforming words to vectors using the term frequency-
inverse document frequency (TF-IDF) method, by first extracting features using pattern-matching tools,
before applying a binary relevance-based classifier to predict the presence of a disease name in the text
(Huff et al., 2016). The system translates non-English documents using the Bing translator, which can
potentially introduce errors to subsequent analysis steps if the translation is incorrect (Huff et al., 2016).

Internet search queries have also been exploited for disease surveillance. In one study, internet searches
for specific cancers were found to be correlated with their estimated incidence and mortality (Cooper et
al., 2005). Monitoring influenza outbreak using data drawn from the Web has also been previously
explored. Two different studies, one that analyzes large numbers of Google search queries to track
influenza-like illness in a population (Ginsberg et al., 2009) and the other that examines search queries
from Yahoo! related to the same aforementioned infectious disease (Polgreen et al., 2008) were con-
ducted in this context.

In recent years, various studies have utilized social media data for infectious disease surveillance
(Paul et al., 2016; Charles-Smith et al., 2015). Mostly, Twitter data, has been used for disease tracking
(Lamb et al., 2013; Collier et al., 2011; Culotta, 2010), outbreak detection (Li and Cardie, 2013; Bod-
nar and Salathé, 2013; Diaz-Aviles et al., 2012; Aramaki et al., 2011) and predicting the likelihood of
individuals falling sick (Sadilek et al., 2012). News media has also been used to give early warning of
increased disease activity before official sources have reported (Brownstein et al., 2008). The studies
have demonstrated the potential value of harnessing data-driven approaches for epidemic surveillance.

While prior attempts to develop multilingual epidemic surveillance systems have been made, the pro-
posed systems are predominantly ontology-based, which require the ontologies to be updated on an
ongoing basis in order to improve their performance and ensure broad coverage of different languages.
Recently, there has been a growing interest in exploring the multilingual nature of the data in different
domains, which could also be beneficial to the epidemiological domain. Existing multilingual methods
use word representations that are either learned jointly using parallel corpora (Gouws et al., 2015; Luong
etal., 2015) or via mapping separately trained word embeddings in different languages to a shared space
through linear transformations (Artetxe et al., 2018; Mikolov et al., 2013). The embedding spaces of the
different languages ought to have a similar structure for the linear mapping from one space to the other
to be effective.

More recently, effective cross-lingual representations have been developed, by simultaneously train-
ing contextual word embedding models over multiple languages, without requiring mapping to a shared
space. Such models learn representations of unlabeled data that generalize across languages. Exam-
ples include the cross-lingual language model (XLM) (Lample and Conneau, 2019) and multilingual
BERT (Devlin et al., 2019) which are pre-trained on Wikipedia data for different languages. BERT has
been shown to allow effective cross-lingual transfer on different downstream tasks. This includes, doc-
ument classification (Qin et al., 2020; Wu and Dredze, 2019), named entity recognition (NER) (Wu and
Dredze, 2019; Pires et al., 2019), sentiment classification (Qin et al., 2020), neural machine translation,
(Kudugunta et al., 2019), and dependency parsing (Kondratyuk and Straka, 2019).

3 Dataset

We extend the dataset proposed by Mutuvi et al. (2020) to include additional languages so that it covers
news articles from several, diverse language families: Germanic: English (en), Hellenic: Greek (el),
Romance: French (fr), Slavic: Russian and Polish, and Chinese that descends from the Sino-Tibetan
family. The articles were obtained from different online news sources with articles relevant to disease
outbreak being obtained mainly via the Program for Monitoring Emerging Disease (ProMED)? platform,

'"http://search.yahoo.com
https://promedmail.org/
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which is a program from the International Society for Infectious Diseases that tracks infectious disease
outbreaks and acute exposures to toxins, across the world.

Language #Documents #Sentences #Tokens
English (en) | 3,562 117,190 2,692,942
French (fr) 2,415 70,893 1,959,848
Polish (pl) 341 9,527 151,901
Russian (ru) | 426 6,865 133,905
Chinese (zh) | 446 4,555 236,707
Greek (el) 384 6,840 183,373

Table 1: Dataset statistics.

The process of gathering the data involved first, retrieval of ProMED news articles published between
August 1, 2013, and August 31, 2019. The articles clearly annotate the title, the description that captures
details about the reported disease, location, date, and the source Uniform Resource Locator (URL) where
the article was originally published. The source URLs were extracted and their corresponding source
documents downloaded to form the relevant documents of the dataset. On the other hand, the irrelevant
news articles consist of general health-related news, but without direct or indirect mentions of disease
outbreaks (e.g., plague, cholera, cough), as well as general news like politics and sports. Most of the
irrelevant documents were obtained from the News Category Dataset (Misra, 2018) comprising Huffpost?
news articles for the period 2012 to 2018. The news articles cover various topics such as culture, politics,
wellness, among other topics.

All Polish Chinese  Russian Greek French English
Train 5,074 (10.8) 241 (7.4) 300(2.6) 296(9.45) 253(6.7) 1,593(10.9) 2,365(11.7)
Validation| 1,250 (10.9) 54 (74) 71(2.8) 60(10.0) 68(10.2) 388 (13.4) 583 (12.6)
Test 1,250 (10.5) 46 (13.0) 75 (6) 70 (10.0) 63 (4.7) 434 (12.4) 614 (12.8)

Table 2: The number of documents (percentage of relevant documents) per dataset split.

To simulate the real scenario of news reporting, we set the number of documents reporting disease
outbreak (relevant documents) to be no more than 10% of the total dataset. The statistics of the dataset
are presented in Table 1.

We split the data, with a total of 7,574 articles, into training, validation, and testing sets. The training
set comprises a total of 5, 074 documents, while the remaining documents were shared equally between
the validation and the testing sets, that is, 1,250 documents for validation, and 1,250 documents for
testing, stratified by language, as shown in Table 2. We also present the percent of relevant articles that
refer to epidemiological news, which depicts the imbalanced nature of the dataset.

4 Experiments

The metrics considered in the evaluation of the models are precision, recall, and F1-score. Measuring
recall is particularly important because of the risk posed by not identifying all the positive cases, with
regard to disease outbreaks.

4.1 Models and Hyperparameters

Baseline model: DANIEL  As a baseline model, we chose DANIEL* (Lejeune et al., 2015), an un-
supervised system that does not rely on any language-specific grammar analysis and considers text as a
sequence of strings instead of words. Consequently, DANIEL can be easily adapted to operate on any

*https://www.huffpost.com/
*nttps://github.com/NewsEye/event—detection/tree/master/event-detection-daniel
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language and extract crucial information early on, which can significantly improve the decision-making
process. This is pivotal in epidemic surveillance since timeliness is key, and more than often, initial
medical reports are in the vernacular language where patient zero appears (Lejeune et al., 2015). We
did not evaluate the BIOCASTER because only the ontology is publicly available and covers a limited
number of languages, while GRITS is targeted to mostly English text.

Machine Learning models We also investigate three commonly used text classification models as
baselines, Logistic Regression (LR), Random Forest (RF), and Support Vector Machine (SVM), using

default hyperparameters and the TF-IDF weighting measure’.

Deep Learning models Firstly, we consider two models, a CNN and a BiLSTM with FastText (Joulin
et al., 2016) word representations for all the languages in the dataset, with an embedding dimension of
300. For the CNN, a sequence of word embeddings is passed through a convolution of kernel size 3 and
a filter size of 250. Similarly, the BILSTM passes the word embeddings through a bi-directional LSTM
with a cell size of 128. Other hyperparameters for the models are a batch size of 32, a learning rate of
1 x 1072, and 15 epochs with early stopping of 3 to avoid overfitting.

Additionally, we chose to perform experiments with different BERT-based architectures (Devlin et
al., 2018) for the sequence classification task. We used the default hyperparameters, a learning rate of
2 x 107, and a maximum length of 512 tokens, with the longer sentences truncated to the defined max-
imum length. The pre-trained models are the bert-base-multilingual-cased and uncased.
Finally, the CNN/BILSTM described earlier in this section, but this time utilizing BERT features were
also evaluated. We also test a graph convolutional networks (GCN) based-approach that augments BERT
with graph embeddings (VGCN+BERT) (Lu and Nie, 2019). A GCN is a multilayer neural network that
calculates directly on a graph and induces embedding vectors of nodes based on properties of their neigh-
borhoods. Combining the capabilities of BERT with GCNs has been shown to be effective in capturing
both local information and global information.

Models Precision % Recall % F1 %
DANIEL 33.9 60.61 43.48
LR 93.81 68.94 79.48
RF 95.70 67.42 79.11
SVM 91.26 71.21 80
CNN+FastTtext 86.11 70.45 717.5
BiLSTM-+FastTtext 77.44 78.03 77.74
BERT (cased)f 88.62 82.58 85.49
CNN+BERT (cased)f 88.79 71.97 79.5
BiLSTM+BERT (cased)f 90.20 69.70 78.63
BERT (uncased)f 84.67 87.88 86.25
CNN+BERT (uncased)f 82.14 87.12 84.56
BiLSTM+BERT (uncased)! | 83.72 81.82 82.76
BERT (cased) 80.71 85.61 83.09
CNN+BERT (cased) 86.67 78.79 82.54
BiLSTM+BERT (cased) 75.95 90.91 82.76
BERT (uncased) 88.52 81.82 85.04
CNN+BERT (uncased) 86.07 79.55 82.68
BiLSTM+BERT (uncased) | 81.51 73.48 77.29
VGCN+BERT 87.18 77.27 81.93

Table 3: Evaluation scores of the analyzed models for the relevant documents for all languages. The pre-
trained BERT models are base-multilingual. LR stands for Logistic Regression, RF for Random
Forest, and SVM for Support Vector Machines, ffine-tuned.

‘https://scikit-learn.org/
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4.2 Results

Deep learning transfer approaches such as BERT have demonstrated the ability to outperform the state-
of-the-art methods on larger datasets. However, when there exist only a few labeled examples per class,
100 to 1,000 as is the case of the low-resourced languages present in the dataset used in this study, the
choice of the most appropriate approach is less clear, with classical machine learning and deep transfer
learning presenting plausible options. Results of the experiments for different machine learning and
deep learning models, using the dataset splits indicated in Table 2 are presented in Table 3 and discussed
below.

Regarding the machine learning methods, we notice, from the results in Table 3, that SVM outper-
forms by a small margin the LR and RF on precision and recall, while the RF has not only the highest
precision (95.70%) among this category of models, but the highest compared to all the models analyzed.
We observe that the machine learning models (LR, RF, SVM) are greatly imbalanced, registering the
highest values in precision and the lowest in the recall. This can be detrimental to the interests of an
epidemiological detection system. Compared with the baseline results provided by DANIEL, this spe-
cialized model had a higher recall than precision which proves the specialized nature of such a tool,
although its recall is the lowest among all the methods compared.

On the other hand, the models based on either CNN or BiLSTM with FastText embeddings have
lower F1 scores than the classical machine learning methods (LR, RE, SVM). This could be explained
by the fact that the training data is insufficient to train the models to have the ability to better distinguish
between relevant and irrelevant documents.

In the case of deep transfer learning models, one can notice a great difference in the F1 score perfor-
mance of BERT-based models, compared to all the other models. We can also observe that BERT-based
models manage to balance recall and precision (precision remains consistent despite the increase in
recall). The models benefit from the pre-trained language models that are either used as features or fine-
tuned on the task. BERT relies on Byte Pair Encoding (BPE) based WordPiece tokenization (Wu et al.,
2016) which makes it more robust to handle out-of-vocabulary words.

Models Polish Chinese Russian Greek French English
DANIEL 40 80 33.33 3333 7143 32.23
LR 0 0 66.67 66.67 84.21 80
RF 0 0 40 66.67 86.84 78.83
SVM 0 0 33.33 0 87.18 81.38
CNN+-FastText 0 0 0 0 84.21 81.88
BiLSTM+FastText 0 0 0 0 73.12 85.71
BERT (cased)! 50 80 66.67 66.67 94.12 82.89
CNN+BERT (cased)f 50 80 66.67 40 86.05 86.75
BiLSTM+BERT (cased)f 0 80 40.00 66.67 87.36 86.27
BERT (uncased)’ 57.14 80 50 100 91.95 86.08
CNN+BERT (uncased)f 50 80 66.67 40 86.05 86.75
BiLSTM+BERT (uncased)! | 0 80 40 66.67 87.36 86.27
BERT (cased) 3333 80 50 66.67  87.50 85.54
CNN+BERT (cased) 0 0 40 66.67  83.33 86.45
BiLSTM+BERT (cased) 0 80 2222 28.57 85.11 88.37
BERT (uncased) 0 66.67 85.71 66.67 87.18 86.25
CNN+BERT (uncased) 0 50 40 66.67  82.35 86.45
BiLSTM+BERT (uncased) |0 0 33.33 0 72.94 84.42
VGCN-+BERT 7143 88.89 88.89 80 87.80 78.26

Table 4: Fl-micro scores of the analyzed models for the relevant documents per language. The pre-
trained BERT models are base-multilingual. LR stands for Logistic Regression, RF for Random
Forest, and SVM for Support Vector Machines, ffine-tuned.
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Regarding the difference between the fine-tuned BERT-based models and those that use the BERT
encoder for generating features only, the performance is slightly better when BERT is fine-tuned on
the task. However, in the case of additional layers on top of the BERT encoder, when fine-tuned, a
considerable decrease in performance can be seen. Overall, these results suggest that the deep learning
approaches are capable of much deeper and complex representations, such that they can utilize previously
learned features for newer documents, even when the language of the document differs.

As observed in Table 4, all the machine learning models (LR, RF, SVM) display similar trends in
their unequal performance based on language by not detecting (having the F1 values of zero) the relevant
documents in Polish and Chinese. This is likely due to the size of the training data for these particular
languages. Similarly, for all the low-resource languages (Polish, Chinese, Russian, and Greek), unsur-
prisingly, the CNN and BiLSTM -based models with pre-trained FastText embeddings were not able to
distinguish relevant documents from irrelevant ones, as indicated by their low F1 scores. This might be
due to the low embedding coverage of the languages. The F1 values for Chinese tend to be consistent for
all BERT-based models while the performance for Polish varies a lot between models. VGCN+BERT
had the highest F1 scores for the low-resourced languages Polish, Chinese, and Russian and the second-
highest for Greek.

In order to analyze the influence of the documents with a larger quantity of documents (French and
English, around 2, 000 news articles) over the classification of low-resource languages, we consider every
language as the source language and the other five languages as target languages. At every iteration, the
best performing model from the previous experiments is trained on the data in the source language and
applied directly to every target language.

. Test Polish Chinese Russian Greek French English

Train

Polish 40 0 66.67 66.67 76.92 85.71
Chinese 0 80 60 0 70.97 81.08
Russian 3333 0 33.33 66.67 62.86 88.61
Greek 0 0 0 66.67 0 63.05
French 0 66.67 57.14 0 91.95 85.90
English 50 0 33.33 66.67  39.29 84.35

Table 5: Evaluation scores of the BERT (multilingual-uncased)! fine-tuned model for the rele-
vant documents in a zero-shot transfer learning setting.

The performance of models trained on the English and French documents is consistently higher than
models trained on the other languages, as shown in Table 5. This can mainly be attributed to the larger
quantity of annotated data (> 2,000 documents for training) for the two languages compared to the
other languages. Also, English typology more closely resembles French typology as it has more recent
influence from French and other Romance languages. The two languages share lexical similarities and
cognate words. Looking at familial origins of the Slavic languages, Russian and Polish, the languages
have typological properties that are intuitively more important for a model based on a language model.
However, we noticed that their performance varies greatly in the case of Polish, and less in the case of
Russian. Considering the quantity of training data, the difference of only around 50 more documents for
Russian in train set compared with Polish seems to influence the performance.

4.2.1 Effect of Article Structure

In the approach presented by Lejeune et al. (2015), the document is considered as the main unit and
it has language-independent organizational properties. The assumption is that the document-detectable
features at a document granularity offer high robustness at the multilingual scale. The author suggests
using the text as a minimal unit of analysis beyond its relation to the genre from which it came. The press
article is thus of this type, which has precise rules: the structure of the press article and the vocabulary
used are established and there are well-defined communication aims known to the source as well as the
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target of the documents. These rules, at a higher level than the grammatical rules, are very similar in
different languages, and from the knowledge of these rules, remarkable positions are defined which are
independent of languages. To exploit particular zones of news article content, we perform experiments
similar to (Lejeune et al., 2015) inspired by the work on genre invariants carried out by Giguet and Lucas
(2004) and Lucas (2009). The different areas of texts that we analyze are as follows:

e Beginning of the text: ideally composed of the title of the article
e Beginning of body: containing the first two paragraphs
e End of body (foot): comprising the last two paragraphs

e Rest of body: made up of the rest of the textual elements (e.g., paragraphs)

Text Position Models Precision % Recall % F1 %
Beginning VGCN+BERT 87.18 77.27 81.93
BERT (uncased)! | 84.67 87.88 86.25
Body VGCN+BERT 79.83 71.97 75.70
BERT (uncased)! | 75.71 80.30 77.94
End VGCN+BERT 72.93 73.48 73.21
BERT (uncased) | 76.12 77.27 76.69
Beginning+End | VGCN+BERT 86.61 83.33 84.94
BERT (uncased)! | 85.61 90.15 87.82

Table 6: Performance based on portions of the documents using the best performing model,
BERT (uncased) fine-tuned and the VGCN-based model. The pre-trained BERT models are
base-multilingual. All positions of text have a limit of 512 tokens.

The results, as presented in Table 6, indicate that the combination of the beginning and the concluding
text in the news documents provided the best features required to classify a document as either relevant
or irrelevant to a disease outbreak. The lowest performance score was noted when the body and the
conclusion were evaluated independently.

4.2.2 Effect of Training Data Size

Different sizes of the training data were selected at an interval of ten percent and evaluated to ascertain
the impact on the overall performance of the best model, in this case, the BERT (multilingual-
uncased) fine-tuned model.

We observe that there is a generally positive trend for F1 score performance when trained on increas-
ingly large datasets, as can be seen in Figure 1. When using only 10% of the data, the model achieves an
F1 score performance that is comparable to that of the classical machine learning models and plateaus at
30% of the data. It is worth noting that the model achieves an F1 score of 64.03 using 5% of the training
data, which is a significant performance for such a minimal amount of data.

5 Discussion

Out of all the models, deep learning BERT-based models were the best performing models, in terms of
both F1 score and recall measures. The good performance can be attributed to the deep network archi-
tectures and large corpora used to train Transformer-based pre-trained language models (PMLs) such as
BERT, which enable learning of rich text representations. Moreover, BERT fine-tuning performed better
compared to the feature-based approaches, where FastText and BERT embeddings were used as input
features to CNN and BiLSTM classifiers. Essentially, the PLMs end up learning universal language
representations that are beneficial to downstream tasks.

The high precision and low recall noted in the machine learning models suggest that the models are
unable to detect the relevant class well but are highly reliable when they do. This implies that while the
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Figure 1: Impact of data size on performance of the best performing model: BERT (multilingual-
uncased) fine-tuned.

classifiers returned reliable results, the machine learning models had a high false-negative rate, hence a
few of all relevant results were returned. The approaches based on fine-tuned BERT uncased generally
struck a good balance between precision and recall.

VGCN+BERT performed particularly well for Polish, Chinese, and Russian. The model utilizes
graph embeddings produced by integrating local information captured by BERT and global information
from the vocabulary graph that is based on word co-occurrence information. Both the local and global
information interact with each other through a self-attention mechanism during the learning process.
The interaction introduces useful global information to BERT, which contributes to the improved results
across all the languages, including the low-resource languages.

With regard to the contribution of various document segments on performance, it was observed from
the results that, the beginning and the end of the text combined had the highest recall and F1 score.
This was particularly the case for models based on BERT namely, VGCN+BERT and BERT fine-tuned
models. This can be explained by the fact that the beginning paragraphs in an article often capture the
most important information, which informs the reader what the story is about. On the other hand, the
last part of the article tends to provide a summary of the article.

The performance of the model improved proportionately with training data size. This is in line with
neural network models, which require large amounts of data to train and evaluate. The competitive
performance even with a small amount of data results from the transfer of knowledge from the pre-
trained language model, trained on a large corpus, to the specific task of classifying epidemic text. This
demonstrates the extent to which transfer learning can benefit the process of extracting useful information
from multilingual epidemiological text.

6 Conclusions

Building effective epidemiological surveillance systems is of high importance these days. Detection of
news reports on disease outbreaks is a crucial requirement of such systems. In this paper, we study in
detail the performance of different methods on the task of epidemiological news report detection. The
evidence presented in this work suggests that the models based on fine-tuned language models and/or
graph convolutional networks achieve very good performance (> 90%) on the classification of multilin-
gual epidemiological texts, not only for high-resource languages but also for low-resource languages. In
future work, we will consider the perspective of pursuing the task of epidemiological event extraction
from news texts in low-resourced languages.
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