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Abstract

A 2018 study led by the Media Insight Project showed that most journalists think that a clear
marking of what is news reporting and what is commentary or opinion (e.g., editorial, op-ed)
is essential for gaining public trust. We present an approach to classify news articles into news
stories (i.e., reporting of factual information) and opinion pieces using models that aim to sup-
plement the article content representation with argumentation features. Our hypothesis is that
the nature of argumentative discourse is important in distinguishing between news stories and
opinion articles. We show that argumentation features outperform linguistic features used previ-
ously and improve on fine-tuned transformer-based models when tested on data from publishers
unseen in training. Automatically flagging opinion pieces vs. news stories can aid applications
such as fact-checking or event extraction.

1 Introduction

Subjectivity in news reporting is rising in the recent years, especially in online-only publications (Blake
and others, 2019). It was estimated that only 41% of publishers label their type of articles (e.g., editorial,
review, analysis), and among those who label the types, there is a lack of consistency and clarity (Harris,
2017). A major finding of a 2018 study led by the Media Insight Project showed that most journalists
(nearly 80%) think that their news organizations should clearly mark what is news reporting and what
is opinion/commentary in order to combat fake news and gain public trust (The-Media-Insight-Project,
2018).

Broadly, there are two types of news articles: 1) opinion articles written to present the opinion of the
editor or board and aimed to persuade the readers with respect to a particular point of view, and 2) news
stories, which aim to report factual news or events. Given that the intent of opinion articles is persuasion,
we hypothesize that one of the key difference between news stories and opinion articles rests in the
discourse structure and, in particular, the argumentative and persuasive aspects of the article. Figure 1
shows an example of a news story and an opinion article with two coarse-grained types of argumentative
components highlighted (i.e., claims and premises). We can see that claims are more prevalent in the
opinion article, while the news story contains more premises to support a small amount of claims.

We study the predictive power of such coarse-grained argumentation features (claims and premises)
for the task of news articles classification into news stories and opinion pieces. For short, we will refer
to this binary task as news vs. opinion classification. To train our sentence-level argument component
classification model (claim, premises, none), we use the corpus of editorial news labeled with argu-
mentation strategies introduced by Al Khatib et al. (2016). We compare our approach that uses argu-
mentation features to models using discrete linguistic features from previous work (Krüger et al., 2017)
and to document-level transformer-based models such as BERT (Devlin et al., 2019) fine-tuned for the
document-level news vs. opinion classification task. We focus in particular on the transferability of these
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(a) News Story (b) Opinion Article

Figure 1: Sentences Tagged as Claims or Premises in a News story and Opinion Articles

classifiers, as this task is particularly sensitive to changes in topic or publishers. Therefore, we train and
test our models under two regimes. First, we train on articles from one publisher and test on articles
from another publisher (including two different domains). For this, we used the dataset introduced by
Krüger et al. (2017). Second, we train on articles from multiple publishers and test on articles from an
unseen publisher. We demonstrate gains of using argumentation features on both collections and on all
modeling approaches, with a wider margin of improvement in the smaller data scenario (i.e., data from a
single publisher is used in training). Our contributions are two-fold:

1. We demonstrate that sentence-level argumentation features derived from predictive models are use-
ful in the downstream task of document-level news vs. opinion classification;

2. We show that argumentation features transfer well to articles from unseen publishers or domains,
highlighting their generality for this task.

These models can be used to flag content to readers or fact-checkers who seek to check verifiable
factual information and not personal opinions.

2 Related Work

Subjectivity detection has been studied extensively in previous work, especially in the context of sen-
timent analysis (e.g., (Pang and Lee, 2008; Liu and others, 2010; Abdul-Mageed et al., 2011)). The
majority of these approaches study subjectivity at the sentence level, while some previous work consid-
ered document-level classification on genres such as newspaper articles (Wiebe et al., 2004). Detection
of subjective language in newspaper articles focused on lexical features of subjectivity, while observing
that subjective words also appear in objective contexts and vice versa (Wiebe et al., 2004; Yu and Hatzi-
vassiloglou, 2003; Toprak and Gurevych, 2009). This lead to approaches that do not generalize across
publishers or topics and therefore a contextualized view of the problem is necessary.

Krüger et al. (2017) focus on the task of document-level classification of news articles into the broad
categories of opinion and news stories. Opinion articles can be further split in multiple types such as:
editorials – which express the opinion of journalist or the editorial board, op-eds – which expresses
the opinion of a contributor, and letters-to-the-editor – which express the opinion of the readers to an
editorial. Krüger et al. (2017) showed that linguistic features such as sentiment, quotation, and use of
personal pronouns achieve good performance in document-level classification. However, their heavily
engineered features are not as robust against changes in topics and are expected to not generalize well to
data from different publishers than the ones used in training, which we aim to test in our experiments.

Another approach to detect the types of newspaper articles is through argument mining. Argument
mining is a field concerned with finding argument structure in text from argument components (claim,
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Data Collection Type Publisher News Opinion Total
WSJ-NYT train WSJ 1751 1751 3502

test WSJ 500 500 1000
test NYT-Defense 1000 1000 2000
test NYT-Medicine 1000 1000 2000

Multi-Publisher train 10 publishers 3193 3193 6386
test 10 publishers 353 353 706
test The Metro - Winnipeg 418 418 836

Table 1: Details of All Datasets from the Two Data Collections.

premises) to relations (support, attack) (Stede and Schneider, 2018). There are many argument mining
corpora available on text from multiple genres (Stab and Gurevych, 2014; Peldszus and Stede, 2015;
Hidey et al., 2017). One relevant corpus for our task is the news editorial corpus of 300 articles from
three publishers (Al Khatib et al., 2016). The authors annotate argumentative strategies at the token
level into one of six possible strategies. They report agreements and differences in argumentative writing
between publishers. Editorials across different publishers consist of a majority of assumptions (claims),
while they employ evidence supporting strategies differently. This corpus has been used to analyze
persuasion in editorials (El Baff et al., 2020), and to study patterns of argumentative strategies across
topics (Al Khatib et al., 2017). We hypothesize that predicting argumentative strategies of newspaper
articles is also useful in predicting the overall type of the article to be news or opinion. Wachsmuth et al.
(2014) used argumentation to predict sentiment of reviews, however, to the best of our knowledge, there
is no previous work on using argumentation features for news vs. opinion classification.

3 Data

In our experiments on news vs. opinion classification, we use two data collections that aim to test the
generalizability of the modeling approaches. Details about sizes, publishers, and data set splits in both
collections are shown in Table 1.

3.1 WSJ–NYT
For this dataset, we use the setup introduced by Krüger et al. (2017) for their work on news vs. opinion
classification. This consists of data from two different publishers. From the BLIIP Wall Street Journal
(WSJ) data set (Charniak et al., 2000), we select 3,502 articles to create a balanced training set from the
two classes, 1,751 news and 1,751 opinion (includes editorials and letters to the editor), and a balanced
test set of 1,000 articles from the WSJ. We create our datasets from the original WSJ corpus following the
same approach described in Krüger et al. (2017), as the exact data sets are not publicly available. Finally,
we use the New York Times Annotated (NYT) Corpus of the Linguistic Data Consortium (Sandhaus,
2008) to create two balanced sets of 2,000 articles each, one from the ‘Armament, Defense and Military
Forces’ topic (henceforth NYT-Defense) and another from the ‘Medicine and Health’ (henceforth NYT-
Medicine) in order to measure the effect of topic shift.

3.2 Multi-Publisher
In order to understand the effect of our methods when trained on a diverse sample of articles, we create a
data collection of 35k articles from multiple publishers. This collection consists of articles that are tagged
as either regular news (90% of the data), or as opinion including op-eds, editorial, guest, letters and
other (10% of the data). The articles are from publishers in the US: New York Times, Washington Post,
Washington Observer Report, Digital Journal, Enid News, Californian, Press Democrat, NW Florida
Daily, Gazette-Mail and NJ Spotlight. This data collection is split to train and test sets based on temporal
information with the target of keeping a 90%-10% train-test split. We choose a date such that 90% of
articles in the data collection are published prior to that date and consider those as the training split where
the remaining 10% constitute the test split. Finally, we undersample the data by removing the extra news
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articles to have a balanced sets of news and opinion. The final training set consists of 6,386 articles and
the final test set of 706 articles, all balanced across the two classes. We also create a balanced blind
test set consisting of articles from an unseen publisher from Canada (The Metro-Winnipeg) totaling 836
articles crawled and undersampled in the same fashion. The majority of articles in this data collection
were published in 2018 or 2019.1

We perform preprocessing steps on all data sets by removing sentences with phrases such as “your
article” or “your editorial” as they exclusively appear in opinion articles.

4 Features

We run our experiments on three feature sets testing all possible combinations among them.

4.1 Linguistic Features

We start with using linguistic features as presented in Krüger et al. (2017), as the claim is these gener-
alize well across publisher and topic. We re-implement the set of linguistic features that performed the
best in their experiments, namely: average sentence and token length (inverted), normalized frequencies
of (negation, negation-suffix, digits and interjection), ratios of ending character per sentence (question
marks, exclamation points, commas, and semicolons), ratio of quoted text, ratio of verb tense outside
quoted text (past, present, future:will, modal verbs) of all verbs in the article, sentiment of text outside
quotes, sentiment of adjectives outside quotes. We ignore features that require parsing to simplify feature
extraction as they did not show significant gains in this task. Sentiment is represented by a numerical
value that captures the degree (‘weak-subj’: 0.1, ‘strongsubj’: 1.0) and polarity of the sentiment that are
extracted using the MPQA Sentiment Clues Lexicon (Wilson et al., 2005). Our reproduction of Krüger
et al. (2017) yields different results which are due to our more strict pre-processing that removes trivial
cues from the data and a slight difference in how the data was sampled and split.

4.2 Document-level Contextualized Embeddings

We fine-tune bert-base-cased models (Devlin et al., 2019) on each of the two data collections to obtain
a contextualized representation of the article. We use the top layer of the [CLS] token to represent the
article. We experimented with using each of the top four layers, sum and average of all four layers to
represent the [CLS]. The top layer has the best results on the single publisher test sets with small gain
over other layers.

4.3 Argumentation Features

Since our target corpora do not have argumentative discourse unit (ADU) segmentation, we train a model
to estimate argumentation features for each sentence in a news article. To this end, we use the corpus
from Al Khatib et al. (2016) that has annotations of ADUs in 300 editorials from 3 publishers. Each
ADU consists of one or more propositions and is annotated with one of six argumentative type: As-
sumption, Common-Ground, Testimony, Statistics, Anecdote, and Other. We refer the interested reader
to Al Khatib et al. (2016) for a detailed explanation of each type. When training the model, we ignore
sentences in the training data with multiple argumentative types among its propositions and assume one
argumentative type span over the whole sentence, similar to what is done in Daxenberger et al. (2017)
where the claim detection task is structured as a sentence classification task. As our final objective is
article-level classification, we expect this choice to have little effect on the downstream task. We also
group the six argumentative types into three coarser types, as some classes are infrequent: claim (As-
sumption), premise (Common-Ground, Testimony, Statistics, Anecdote), and other (Other). We split the
data set into a training set of around 6,300 sentences and a test set of around 2,100 sentences. The train-
ing and test sets are not balanced, where they have 65-70% claims, 30-35% premises, and only about
5% labeled as other. This is a major features of the writing style in editorials and will prove to be very
useful for this task as we show in our results in Table 2. We train a BERT model (Devlin et al., 2019)

1This collection contains articles from publishers covered by LexisNexis at the time the research was done, or which have
no collection restrictions for research purposes. Bloomberg provided the collection of URLs that make up the data set.
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(a) RNN (b) RNN+BERT

Figure 2: RNN and RNN+BERT Model Architectures

for 3 epochs (with hyperparameter: 256 max sequence length, 32 training batch size, and 2e-5 learning
rate) to perform a three-way sentence classification into claim, premise, or other. The classifier reaches
a Macro F1 score of 0.76 on the labeled test set. We experiment with other hyperparameters and other
transformer-based models, such as RoBERTa (Liu et al., 2019) and XLNet (Yang et al., 2019), but notice
negligible differences to the fine-tuned BERT model.

We split the articles in all data sets described in Section 3 into lists of sentences using the NLTK
sentence tokenizer (Bird et al., 2009) and use our fine-tuned BERT model to classify each sentence
into one of the three argumentative types. We then use the tagged sentences in each article to generate
argumentation features used in the main task of article-level news vs. opinion classification.

5 Models

We describe below the three models we use in our experiments, which include a machine learning model
with discrete features (SVM) and deep learning models (RNN and BERT).

SVM. We use a support vector machine (SVM) classifier with a linear kernel using scikit-learn im-
plementation (Pedregosa et al., 2011). The SVM model can take as input the linguistic features, similar
to the ones introduced by Krüger et al. (2017), the contextualized document representation generated
by the BERT model, argumentation features or any combination of these. Argumentation features are
represented as the distribution across the three classes (claims, premise, none) in a given article, since
our hypothesis is that editorials tend to have a majority of claim sentences, while news articles tend to
have a majority of premise or other sentence types.

BERT. The BERT model is used to predict the type of article based on the [CLS] token that represents
each article. BERT is implemented using the Hugging Face transformers library (Wolf et al., 2019). We
train for 3 epochs, use maximum sequence length of 512 tokens, a learning rate of 2e-5, and a batch size
of 16 on the training sets from both data collections.

RNN. We use a recurrent neural network (RNN) to bridge the gap between the sentence-level predic-
tions for argumentation types and our document-level task of article-level classification. We hypothesize
that the discourse relationships between the sentence-level predictions can be leveraged to improve clas-
sification, when compared to only using the distribution over types.

For the RNN model, we use the argumentative labels of sentences as a sequence input to an RNN layer
of size 128, with 20% dropout and 20% recurrent dropout for regularization. We pass the output of the
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RNN model to a softmax dense layer for prediction (Figure 2a). The input sequence to the RNN has a
maximum length of 100 sentences, which covers more than 95% of the articles.

RNN+BERT. In addition, to modeling the document-level content, we also use the fine-tuned BERT
embeddings as input to a dense layer of size 128 with 50% dropout, and concatenate the output with
the RNN layer then pass the concatenated layer to a final softmax layer. We introduce a dense layer
with dropout after the BERT embeddings, such that the BERT and RNN output have equal layer sizes
before concatenation. We denote this model as RNN+BERT. The diagram of the model is presented in
Figure 2b.

6 Results

The results of our experiments on the WSJ–NYT collection are shown in Tables 2 and 4, while our results
on the Multi-publisher collection are shown in Tables 3 and 5.

6.1 WSJ–NYT
All models are trained on the WSJ training set of articles that are classified to either news or opinion,
where opinion articles includes both editorials and letters to the editor. The results are shown in Table 2.
The experiments uncover that using BERT pre-trained models in classification either by fine-tuning or
by using their contextualized embeddings as features in an SVM model obtain a very high performance,
but only for in-domain classification on the WSJ test set.

On the other hand, argumentation features perform the best on the two cross-publisher and cross-topic
test sets (NYT-Defense, NYT-Medicine). Argumentation features consistently show good performance
on all test sets both when used as aggregate features in the SVM model or as sentence-level features in
the RNN model. Using the argumentation features in the RNN model yields the highest performance on
both of the NYT test sets, showing that modelling the discourse structure, rather than using aggregate
distribution, is beneficial.

There is almost no effect from adding linguistic or argumentation features to embeddings. This could
be due to big difference in size between the 768-long feature vector of embeddings while other feature
types have sizes less than twenty. To remedy the effect of feature sizes, we train an ensemble SVM model
on the prediction probabilities from an SVM with embeddings only and another SVM with argumentation
features only. This model performs better than embeddings-only, however, the ensemble model does not
have the overall highest results on any of the test sets.

As mentioned in Section 4.1, we could not reproduce the results of using linguistic features exactly
as described by Krüger et al. (2017) due to more strict pre-processing steps and different data splits.
We notice this drop in performance when using argumentation features as well in our pilot experiments
prior to using our more strict pre-processing steps that aim to remove trivial predictions. However,
argumentation features show a smaller drop in performance caused by pre-processing (2-3 points in
average F1 score), which indicates their resilience to missing sentences from a given article.

The models using BERT representations have very high predictive performance when the test set is
from the same publisher as the training set, but generalize poorly to the other test sets from a different
publisher (NYT) and on other topics (Defense and Medicine). We hypothesize this drop in performance
may be caused by a lack in variety in the training data, which causes the model to learn representations
that do not generalize well. The next set of experiments on the multi-publisher data set studies the
results of providing the model with data from a more varied set of publishers. Still, from training on
a single-publisher we demonstrate that argumentation features transfer well to unseen publishers and
topics without needing large amount of task-specific training data.

6.2 Multi-Publisher
Table 3 presents the predictive results when training on the multi publisher data set and testing, separately,
on data from the same publishers and the publisher unseen in training. Given that linguistic features did
not do well on any of the test sets in the single-publisher training, we exclude them from our multi-
publisher experiments.
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Model Features WSJ NYT-Def NYT-Med

SVM Ling. 0.84 0.75 0.70
Emb. 0.99 0.79 0.78
Arg. 0.89 0.88 0.87
Ling. + Emb. 0.99 0.79 0.78
Ling. + Arg. 0.91 0.88 0.87
Emb. + Arg. 0.99 0.79 0.78
ALL 0.99 0.79 0.78

SVM Ensemble
SVM Emb. 0.99 0.83 0.80
SVM Arg

BERT – 0.99 0.79 0.76
RNN Arg. 0.94 0.91 0.88
RNN+BERT Emb. + Arg. 0.99 0.79 0.78

Table 2: Average F1 score for classification of articles into News or Opinion. All models are trained on
a single publisher (WSJ). NYT-Def: Defense Topic, NYT-Med: Medicine Topic. Bold: highest overall.
Underlined: highest in SVM only.

Model Features Multi Publisher Unseen Publisher

SVM Emb 0.93 0.89
Arg 0.84 0.89
Emb+Arg 0.93 0.89

BERT – 0.93 0.90
RNN Arg 0.85 0.86
RNN+BERT Arg+Emb 0.93 0.91

Table 3: Average F1 score for classification of articles into News or Opinion. All models are trained on
a the multi-publisher training data.

The results show different patterns to the last experiment. In these settings, BERT or BERT-based
features (in the SVM, or concatenated with the RNN) yield the best results on the multi-publisher test set.
BERT is also able to generalize well on the unseen publisher in the test set. However, the argumentation
features used by the RNN model are still able to improve on the BERT results by 1 F1 point when used
in combination with BERT. This shows that even with a more robust BERT classifier, the argumentation
features can still improve the results on articles from the unseen publisher. Adding the argumentative
feature also does not hurt performance when tested on the multi-publisher test set.

Remarkably, the argumentation features alone are able to achieve relatively high performance, despite
the fact that they are of very low dimensionality and are trained on a distinct, albeit related task.

Examining at the results from both the WSJ-NYT data set and the multi-publisher training, we observe
the ability of argumentation features to capture more global trends to writing styles in news and opinion
articles. Therefore, learning argumentation features from a single publisher proves to be enough to
demonstrate good transferability across other publishers. This indicates that the global trends captured
by the argumentation features are related to the structure of the article and its argumentative sentence
types rather than specific phrases or topics used in the article.

On the other hand, BERT captures distinctive patterns related to the words, phrases and topics used
in the articles. This explains the large change in performance when trained on a single or multiple
publishers. This indicates the ability of BERT-based models to improve in terms of generalizability as
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Opinion Class Data set SVM (Arg. features) BERT RNN

Editorial NYT-Def 0.90 0.63 0.90
NYT-Med 0.88 0.62 0.91

Letters NYT-Def 0.89 0.98 0.87
NYT-Med 0.88 0.85 0.87

Table 4: Average F1 score for classification of news vs. editorials (top), and news vs. letters-to-the-editor
(bottom). All models are trained on a single publisher (WSJ).

Opinion Dataset SVM BERT RNN RNN+BERT
Class Emb Arg Emb+Arg – Arg Arg+Emb

Editorial Multi Publisher 0.93 0.90 0.93 0.94 0.89 0.91
Unseen Publisher 0.89 0.88 0.88 0.89 0.87 0.90

Letters Multi Publisher 0.98 0.86 0.98 0.99 0.89 0.95
Unseen Publisher 0.91 0.88 0.91 0.91 0.87 0.87

Table 5: Average F1 score for classification of news vs. editorials (top), and news vs. letters-to-the-editor
(bottom). All models are trained on a the multi-publisher training data.

the diversity of the training data increases. However, the argumentation features seem more suitable to
data-scarce scenarios and can still add to rich BERT-based models trained on the task at hand.

6.3 Subtypes of Opinion Articles

To investigate the performance of argumentation features on specific types of opinion articles, we run
experiments on two more tasks: news vs. editorial, and news vs. letters to the editor showing their results
in Table 4 for the WSJ-NYT data set and in Table 5 for the multi-publisher data set. The results in Table
4 clearly show the advantage of using argumentation features in the editorial vs. news task. On the other
hand, BERT performs better on the letters vs. news task which could be due the bigger lexical difference
between these two types. Linguistic features from previous work also do well on classifying letters vs.
news particularly due to the use of pronouns in the letters (Krüger et al., 2017). This is also true for the
more resilient BERT model that is trained on multiple publishers (Table 5) where it is doing better on
the news vs. letters task. Similar to what we saw in the news vs. opinion task under multi-publisher
training, the RNN+BERT model improves the results slightly over BERT on the news vs. editorial task
when tested on the unseen publisher set.

7 Analysis of Argumentation Features

To further understand the relation between argumentative types of sentences and the discourse structure
of the articles, we study the frequency of claims and premises at each sentence position. Figure 3 shows
the number of times a claim (or a premise) is predicted at each sentence position normalized by the num-
ber articles that have this sentence position, e.g. sentence 30 shows the number of times it is classified
as claim (or premise) divided by the number of articles of length 30 or more. These percentages are
calculated on the first 40 sentences from the articles in the multi-publisher training data set, in order to
limit variability caused by low counts.

Figure 3 shows that opinion articles tend to have a majority of claims and news articles tend to have
a majority of premises, which explains the ability of features such as sentence types distributions to
classify the article type as we show in Section 6.

In addition, we also see a trend in the opinion articles to contain less premises, and conversely slightly
more claims, as the article progresses. This trend is much less pronounced in news stories. These
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Figure 3: Frequencies of Claims and Premises at each sentence position in news and opinion articles

trends indicate that editorial and news stories follow, in aggregate, distinct discourse patterns. These
differences in base-rates justify why the SVM model using aggregate counts is able to predict with good
accuracy the type of article with only a few features. In addition, by modelling more complex discourse
dynamics across sentences, the RNN is able to further improve performance when predicting document-
level outcomes.

Editorials tend to have a majority of claims (assumptions) as mentioned by Al Khatib et al. (2016),
which is consistent with our results. However, we see in our results that news articles tend to have a ma-
jority of premises, which could be the case for some but not all news articles. We think our model could
be overestimating the number of premises in news articles due to being trained strictly on data annotated
from editorials. Also, the training data has very small number of sentences from the ‘non-argumentative’
type and as a result this class is under-predicted by the sentence-level model. However, we believe that
our predictions of sentence types are good estimates for article-level and possibly paragraph-level tasks,
but a more balanced training data is needed to apply this approach for sentence-level tasks.

8 Conclusion

In this paper we studied the role of argumentative discourse in news articles. We show that with a small
corpus of annotated argumentative types of sentences in editorials, we can train a sentence classifica-
tion model and use those argument component predictions to generate argumentation features useful for
classifying articles into news or opinion. The argumentation features show the best generalization per-
formance to new topics/domains and publishers when the model is trained on data of low variety. Also,
the argumentation features are largely able to further improve upon rich contextualized models trained on
more data from multiple publishers for this specific document-level task. These results and our analysis
on the frequency and distribution of argumentation features shows that there are distinctive discourse
patterns related to claims and premises that are able to generalize well across publishers and topics.

Future work will expand on the use of discourse features to categorize news articles, with the goal
of improving generalization of models across publishers and topics. Discourse features can include
finer-grained argumentative styles and other types of news discourse categories such as explanations,
background, context, reactions and evidence (Van Dijk, 1983; Van Dijk, 1995). We will also aim to
expand the types of articles studied beyond the two types and two subtypes explored in this paper.
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