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Abstract

Press releases have an increasingly strong influence on media coverage of health research; how-
ever, they have been found to contain seriously exaggerated claims that can misinform the public
and undermine public trust in science. In this study we propose an NLP approach to identify ex-
aggerated causal claims made in health press releases that report on observational studies, which
are designed to establish correlational findings, but are often exaggerated as causal. We devel-
oped a new corpus and trained models that can identify causal claims in the main statements in
a press release. By comparing the claims made in a press release with the corresponding claims
in the original research paper, we found that 22% of press releases made exaggerated causal
claims from correlational findings in observational studies. Furthermore, universities exagger-
ated more often than journal publishers by a ratio of 1.5 to 1. Encouragingly, the exaggeration
rate has slightly decreased over the past 10 years, despite the increase of the total number of press
releases. More research is needed to understand the cause of the decreasing pattern.

1 Introduction

Recent studies have found that press releases issued by research institutions are a major source of exag-
geration in science communication, which is later spread to mainstream media (Woloshin and Schwartz,
2002; Brechman et al., 2009; Sumner et al., 2014; Sumner et al., 2016). Exaggeration in press releases
threatens to undermine public trust in science, which is a foundation for the scientific research enterprise.

The influence of press releases on science communication has increased since the 1980s. With the
growing competition for reputation and funding, research institutions are increasingly using press re-
leases as a public relations tool for research promotion (Brechman et al., 2009; Sumner et al., 2014).
At the same time, independent journalism faces financial challenges and staff shortage (Galewitz, 2006;
Schwitzer, 2008). Newspapers, especially small newspapers, rely heavily on press release material to
write science news stories (De Semir et al., 1998; Schwitzer, 2008; Woloshin et al., 2009; Taylor et al.,
2015). Prior research also shows that high quality press releases seem to improve the quality of associated
news stories (Schwartz et al., 2012). Since press releases are now the dominant link between academia
and news media, the information quality of press releases plays a critical role in communicating science
research to the public.

The problem of exaggeration in press releases is particularly severe in health research. For example,
a manual analysis of a sample of UK press releases in health research found that over a third of them
contained exaggerated advice, causal claims from correlational findings, or inference of animal studies
to humans (Sumner et al., 2014). The errors and inaccuracies in reporting health research findings may
also misinform the public about their conditions, diagnosis, and treatments. On the other hand, medicine
and health are the dominant topic in science news articles. research outside the health domain was much
less covered in science news (Suleski and Ibaraki, 2010). Therefore, studying exaggeration in the health
domain is particularly important for both science communication and public health.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.
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Researchers and media watchdogs such as HealthNewsReview have been conducting manual content
analysis to estimate and monitor press release quality (Smith et al., 2005; Cassels and Lexchin, 2008;
Schwitzer, 2008; Sumner et al., 2014). Due to the large number of press releases and scarce funding,
this labor-intensive approach is difficult to maintain. In fact, HealthNewsReview stopped operation at
the end of 2018 after a nearly 13-year run. Manual content analysis is also inadequate for answering im-
portant research questions that require large-scale, real-time analyses. For example, has the exaggeration
problem worsened or improved over the years? Do some institutions exaggerate more than others? Seek-
ing answers to these research questions requires developing a computational approach to automatically
analyze exaggeration in press releases.

In this study we propose an NLP approach for automatically detecting exaggerated causal claims, one
of the most common types of exaggeration, by comparing claims in press releases to the corresponding
claims in the original research papers. An exaggerated causal claim is defined as a causal statement in a
press release with a correlational counterpart in the corresponding research paper.

Our study consists of several subtasks. First, we developed a corpus with paper-press pairs. Press
releases were downloaded from EurekAlert!1, a nonprofit news-release distribution platform operated by
the American Association for the Advancement of Science as a resource for journalists and the public.
Doi links were obtained from EurekAlert! and ScienceDaily to associate the press releases with the
original research papers in PubMed. The corpus includes 64,177 press releases with references to 62,317
PubMed-indexed journal papers. We then trained a classification model to identify research papers on
observational studies; they are designed to establish correlational findings, but are often exaggerated as
causal (Woloshin et al., 2009; Sumner et al., 2014; Zweig and DeVoto, 2018). Focusing on research
papers with structured abstracts, in which the sentences in the conclusion subsection were used as main
statements in research papers, we identified 15,962 observational studies. The headline and first two
sentences of a press release are considered as its main statements, according to the “inverted pyramid”
structure commonly used by news stories. We then paired the conclusion subsections in the research
papers with the main statements in the corresponding press releases for exaggeration analysis. Some
research papers were associated with multiple press releases, resulting in 16,431 paper-press pairs dated
from 2008 to October 2020 in the final dataset.

Second, we developed BERT-based sentence classifiers to categorize the main statements in press
releases and research papers respectively. The sentences were classified by their strength as either “direct
causal”, “conditional causal”, “correlational”, or “not claim”.

Third, by applying the sentence classifiers to the 16,431 paper-press pairs, we were then able to identify
the press releases that used direct causal claims to describe correlational findings in observational studies.
Then we used the identified exaggeration cases to answer the following questions: (1) What is the trend
of correlation-to-causation exaggeration from 2008 to 2020? (2) Did university press releases make more
exaggerated claims than journal press releases?

2 Related Work

Institutional press releases are an important presentation of science research to the public (Autzen, 2014).
A press release serves the dual purpose of science communication and public relations (Carver, 2014).
Now that research and innovation have become essential drivers of economic growth and international
competitiveness, research institutions are facing growing competition for research funding and talents,
and are increasingly emphasizing the commercialization of university research. Such pressure results in
tension between the goal of responsible science reporting and the goal of marketing when issuing press
releases (Caulfield and Ogbogu, 2015; Samuel et al., 2017). A survey study on UK science press officers
found that they were aware of such tension, and were trying to balance and achieve both sensation and
accuracy in a delicate way (Samuel et al., 2017).

In addition, prior studies have found an increasing influence of press release on the content of science
news since the 1980s (Bauer and Bucchi, 2007; Göpfert, 2007). Actually, press releases have become
the dominant link between academia and news media (Sumner et al., 2014; Brechman et al., 2009). A

1https://www.eurekalert.org/
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number of studies have found that journalists rely heavily on press release materials to write science
news stories, instead of acting as watchdogs by conducting independent investigations (De Semir et al.,
1998; Schwitzer, 2008; Lewis et al., 2008; Woloshin et al., 2009; Taylor et al., 2015). For example,
over one third of U.S health news stories were largely or solely based on press releases (Woloshin et
al., 2009). Under-staffed smaller newspapers even used press releases verbatim (Ashwell, 2016). This
trend is likely to continue as science news reporting positions are cut and journalists are rushed for time
(Schwitzer, 2008; Galewitz, 2006).

Journalists have long been criticized for pursuing sensational stories that overstate research results
(Fahnestock, 1998). However, recent studies have found that press releases may contain more exagger-
ations than news stories. According to (Sumner et al., 2014), 58%-86% of news stories derived from
the exaggerated press releases contained similar exaggerations, compared with the exaggeration rate of
10%-18% in news articles when the press releases were not exaggerated. In the context of the high
institutional expectation for generating “hype” and the shrinking of journalism as the watchdog, it has
been argued that press releases have become a major source of exaggeration in science communication,
e.g. (Woloshin and Schwartz, 2002; Brechman et al., 2009; Sumner et al., 2014; Sumner et al., 2016).
Furthermore, university press releases were found to contain more exaggerations than journal press re-
leases, probably because the university press officers face more pressure to generate expectations and
hype (Sumner et al., 2016).

Prior studies on exaggeration in press releases have been limited to manual content analysis, which
have provided valuable insights for understanding the types of exaggeration and estimating the problem
severity at certain times. For example, (Sumner et al., 2014) is the first study on estimating the exagger-
ation rate in press releases by manually checking a sample of press releases from 20 UK univerities in
2011. However, the manual content analysis method falls short for answering important research ques-
tions that require large-scale, real-time analyses, such as longitudinal trend of exaggeration rate over
time. This creates a need to develop a computational approach that can consistently measure exaggera-
tion in a large number of press releases, and further study its trend and difference by factors such as the
source of press releases (e.g. academic institutions vs. journal publishers).

Although computational modeling of exaggeration in press releases is a new research problem, it is
closely related to the field of NLP applications for information credibility assessment, especially in the
health domain, given the strong need for curbing misinformation in recent years. The task of credibility
assessment has often been modeled as a text categorization problem. A common way to categorize
credibility is true/fake binary prediction, e.g. (Abbasi et al., 2012; Dhoju et al., 2019). However, many
online documents are not completely true or fake. Instead, multiple claims can be made in one document,
and claims can be inaccurate in different ways. Therefore, a more precise way to assess credibility is
faceted evaluation guided by established credibility frameworks with multiple quality criteria.

Some frameworks were designed for rating online health information, such as the HON principles and
DISCERN. For example, the DISCERN instrument includes 16 questions, such as “are the aims clear?”
and “is it balanced and unbiased?” (Charnock et al., 1999). In comparison, HealthNewsReview.org de-
signed 10 criteria specifically for news stories. These criteria include exaggeration, missing information,
etc. Expert ratings based on these criteria have been used to train NLP models. For example, an auto-
mated system was developed to assess health websites’ conformity to the HON principles (Boyer and
Dolamic, 2015). AutoDISCERN is an NLP tool designed to automatically assign DISCERN quality rat-
ings to webpages using hierarchical encoder attention-based neural network (Kinkead et al., 2020). NLP
models were also developed to automate ratings based on the ten HealthNewsReview criteria (Dai et al.,
2020). These methods rely on human expert ratings to train credibility prediction models. In compari-
son, our method links press releases to the original research papers for fact checking, and we focus on
exaggeration, a specific criterion used by HealthNewsReview, due to its significant impact on the quality
of press releases (Sumner et al., 2014).

Our work is also built upon prior studies on identifying causal relations, e.g. (Li and Mao, 2019). A
causal relation can be broadly defined as any type of cause-effect relation between events, for example
Event A is the consequence of Event B (Bethard and Martin, 2008; Mirza and Tonelli, 2014). It is
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commonly realized by causal indicators such as “because”, “as a result of”, “as a consequence of” (Prasad
et al., 2008). This broad definition is also adopted in the NLP tasks SemEval-2007 (Girju et al., 2007)
and SemEval-2010 (Hendrickx et al., 2009). However, a causal relation presented in a research finding
sentence is in a more specific linguistic format, i.e. a relation between an independent variable and a
dependent variable (Cofield et al., 2010), such as “smoking causes cancer”. To identify causal claims in
research findings, Yu et al. (2019) developed a corpus of claims with different strength levels and trained
a BERT-based model to distinguish them. Compared to research papers, press releases are a different
genre. Li et al. (2017) found that genre differences may result in more challenge for identifying causal
claims in news articles. Based on these prior studies, we decided to construct a new corpus for identifying
causal claims in press releases, which are more similar to news stories, and to develop prediction models
based on BERT.

3 Corpus Construction

3.1 Collecting press releases

The press releases used in this study were downloaded from EurekAlert!. Since 1996 EurekAlert! has
been the major platform for more than 3,000 scientific journals, research institutes, and government
agencies to distribute press releases to journalists and the public. To date, EurekAlert! includes about
137,000 health and medicine research-related press releases2. From 2015 EurekAlert! started to add
a section named related journal article onto their webpage that has a doi link to the original research
paper. Currently, about 34,000 health and medicine-related press releases contain links to the original
papers. However, the press releases with doi links account for less than 25% of research-related ones in
EurekAlert!.

To link more press releases to the associated journal articles, especially those published before 2015,
We used ScienceDaily as an additional data source. ScienceDaily is an independent website that reposts
press releases. The editors manually added doi links dated back to 2008. However, we can not adopt
the press releases directly from ScienceDaily because its editors sometimes modify the headline and the
beginning part of a press release. Given that we need to use the original press releases posted by press
officers rather than the edited ones, we borrowed the doi links from ScienceDaily to help fill the missing
links between the EurekAlert! press releases and the associated papers. The basic idea is: for each
EurekAlert! press release, find a best match from ScienceDaily; if the best match has a doi link, pair the
EurekAlert! item with the doi link.

To implement this idea, we created a simple search engine using Elasticsearch3, a popular search
engine that is based on the open-source Apache Lucene library. Elasticsearch supports a type of decay
function that can decay relevance score depending on how far a value is from a given origin. We used
this function to match publication dates between EurekAlert! and ScienceDaily press releases, which
should be as close as possible. For each press release from EurekAlert! and ScienceDaily, we extracted
its metadata such as publication date and headline, and computed 150 TF-IDF weighted keywords from
its full text. A query was formed based on the metadata and keywords for each EurekAlert! item. Given
the query, the Elasticsearch returned a ScienceDaily item with the highest relevance score. If the score is
higher than a threshold, a match between EurekAlert! and ScienceDaily is found. We set the threshold
to a value such that Elasticsearch achieved an accuracy of 99.5% and a recall of 90% when evaluated on
the 34,000 EurekAlert! items that already have associated doi links. Using this method we found doi
links for an additional 30,000 EurekAlert! press releases.

In the end, our final corpus consists of 64,177 press releases, spanning from 2008 to October 2020.
They are associated with 62,317 journal publications —some collaborative work were reported by two
or more press releases from different research institutions— for which we downloaded their titles and
abstracts from PubMed.

2Currently, EurekAlert! has accumulated 444,000 press releases, in which 181,000 are labeled with Medicine/Health.
Through analyzing the “type” metadata in each EurekAlert! press release page, we found that about 24% of the 181,000 press
releases are not labeled as research; rather, they are labeled as grant, business, award, meeting, book, and etc.

3https://www.elastic.co/
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64,177 EurekAlert press releases with reference to 
62,317 PubMed-indexed journal papers

Observational study classifier

15,962 papers (referenced by 16,431 press releases) have
structured abstracts that contain a subsection of conclusion

25,000 PubMed paper
(structured) abstracts 

on observational studies and
25,000 PubMed paper 
(structured) abstracts 

on clinical trial are used to
train a classifier

ScienceDaily.com also has doi links to original papers
since 2008. But there is an issue: their press release

headlines are often edited by ScienceDaily staff.

Find more EurekAlert press releases that have paper
references through matching EurekAlert with

ScienceDaily on their date, headline, and fulltext content.

About 137,000 health and medicine research-related
press releases have been posted on EurekAlert since
1995. About 34,000 press releases have doi links to

their original papers since 2015.

20,683 papers (referenced by 21,342 press releases) have
structured abstracts that contain a subsection of conclusion.

Figure 1: Collecting press releases and associated journal papers that report on observational studies.

3.2 Locating claim statements
For a press release, we assume that its main claim statements are presented in the headline or the first two
sentences, here referred to as the “three-sentence opening section”. According to Sumner et al. (2014),
these sentences are usually the main statements, since nearly all press releases and news stories follow
the “inverted pyramid” structure of stating their main claims first (Pöttker, 2003).

To verify the above assumption, we randomly sampled 100 press releases, and checked how many
press releases violated the assumption. The result shows only two press releases put the main statements
outside the three-sentence opening section. Hence, the assumption holds well for our data.

For an academic paper, its main claim statements or findings are usually presented in its conclusion
sections. However, the conclusion sections often include not only the main findings but also statements
on limitations and future work. In comparison, the abstracts of biomedical and health research papers
often have a structure that usually includes subsections of introduction, method, result, and conclusion.
For simplicity, we focused on those papers with a structured abstract, and extracted the conclusion sub-
sections as the main statements. This reduces our data to 20,683 research papers and 21,342 associated
press releases.

3.3 Observational study classification
Our next subtask is to identify the paper-press pairs that report on observational studies. Since PubMed
has made a significant effort to identify the study designs in biomedical and health literature, we devel-
oped our identification method by expanding on PubMed’s existing data.

In 2014, the PubMed staff introduced the tag observational study to their list of publication types, a
metadata item for annotating study designs, such as observational studies and clinical trials 4. To date
they have manually annotated more than 60,000 research papers as observational studies. PubMed also
established a category of clinical trial in 2008, and has since annotated over 861,000 papers as clinical
trials.

We sampled 50,000 PubMed-annotated articles as training data, including 25,000 observational studies
and 25,000 clinical trials. Since the fulltext of a article is often not available, our data are in the format
of abstracts; specifically, our training data consist only of those articles with structured abstract because
in this study, as we explained above, the claim statements of a research paper are identified from the
conclusion subsection in the structured abstract.

LightGBM5, a decision tree-based gradient boosting algorithm, is chosen to train the observational
study classifier based on paper titles and abstracts. Using 80% of them for training, and 20% for testing,

4https://www.ncbi.nlm.nih.gov/mesh/68064888
5https://github.com/microsoft/LightGBM
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Type Description Language Cue Example Sentence
Correlational The statement describes the association be-

tween variables, but causation cannot be ex-
plicitly stated.

association, associated with,
predictor, at high risk of

Suicide risk greater for
people living at higher
elevations.

Conditional
causal

The statement shows that one variable di-
rectly changes the other. However, the rela-
tion carries an element of doubt in it, which
is normally via hedges or modalities.

increase, decrease, lead to,
effect on, contribute to, result
in (Cues indicating doubt:
may, might, appear to, prob-
ably)

Being overweight or
obese during middle age
may increase the risk of
certain dementias.

Direct
causal

The statement says that the independent vari-
able directly alters the dependent variable.

increase, decrease, lead to,
effective in, contribute to, re-
duce, can

Traffic noise increases the
risk of having a stroke.

Not claim The statement is not for current study find-
ings or no correlation/causation relationship
is mentioned in the statement.

Many rheumatoid arthri-
tis patients not getting rec-
ommended drugs.

Table 1: A taxonomy of claim types and examples of commonly used language cues.

Label Count Ratio
Correlational 737 35.5%
Conditional causal 284 13.7%
Direct causal 568 27.4%
Not claim 487 23.4%
Total 2076 100%

Table 2: Sentence type distribution.

we trained a LightGBM model with an F1 score of 0.95. Applying this classifier to the 20,683 research
papers, we identified a total of 15,962 observational studies, associated with 16,431 press releases. The
corpus construction procedure described above is also illustrated in Figure 1.

3.4 Annotating a training corpus

Following the coding schema in (Yu et al., 2019), which itself is a simplified version of the taxonomies
defined in previous studies (Kilicoglu et al., 2015; Sumner et al., 2014), we annotated the following four
claim types: correlational, conditional causal, direct causal, and not claim. Table 1 lists the category
definitions and some common language cues used to identify the relation type for each category. Example
sentences of different claim types are also shown in the table.

We randomly sampled 700 press releases from our corpus for manual annotation. They consist of 2,100
sentences in the three-sentence opening sections. Occasionally, a statement could have more than one
claim type. These mixed-type statements were excluded, resulting in 2,076 sentences in the final training
data set. Table 2 shows the claim type distribution of single-type sentences in the training corpus.

A sample of 200 sentences were randomly selected for conducting the inter-coder reliability test. Two
annotators labeled the claim type for each sentence. The overall Cohen’s Kappa agreement (Cohen,
1960) was 0.95, indicating a near-perfect inter-coder agreement (McHugh, 2012). The two annotators
then annotated the rest of the data. All disagreements during the annotation were later resolved by the
team through discussion.

4 Sentence-level Claim Type Classification

Due to the significant difference in writing styles between academic papers and press releases, we chose
to train separate prediction models, one for each genre. For academic papers, we adopted the classifi-
cation model developed by Yu et al. (2019) that has achieved a performance of 0.88 macro-F1 and 0.90
accuracy. For press releases, we trained a new prediction model using the press release corpus that we
constructed as described above.
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4.1 Prediction model

Three models were trained for main statement sentence classification: bag-of-words based Linear SVM,
BERT (Devlin et al., 2018), and BioBERT (Lee et al., 2019). We hypothesized that BioBERT (Lee et al.,
2019) would perform the best, since it is a domain specific language representation model that is based on
BERT and further trained on large-scale biomedical corpora. BioBERT has shown to outperform BERT
on three representative biomedical text mining tasks, including text classification (Lee et al., 2019).

All models were evaluated on our annotated corpus via 5-fold stratified cross-validation. As shown
in Table 3(a), BioBERT achieved a macro-averaged F1 score of 0.868, outperforming BERT and Lin-
earSVM, whose scores are 0.844 and 0.732 respectively.

To further improve performance, we augmented our press release data with the academic paper data
(Yu et al., 2019)6. In our implementation, we set the weight of the data in the academic genre to half of
the weight in the press release genre. As shown in Table 3(b), the data augmentation approach can boost
performance from 0.868 to 0.892.

Precision Recall F1
Correlational 0.908 0.900 0.904
Conditional causal 0.827 0.958 0.887
Direct causal 0.885 0.868 0.876
Not claim 0.826 0.780 0.802

Precision Recall F1
Correlational 0.924 0.883 0.903
Conditional causal 0.919 0.954 0.936
Direct causal 0.885 0.921 0.903
Not claim 0.829 0.825 0.827

(a) macro-F1: 0.868 (b) macro-F1: 0.892 (with data augmentation)

Table 3: Performance of BioBERT on each type of press release sentences.

4.2 Error Analysis

Although the prediction model achieved strong performance, there were challenges in distinguishing
the “not claim” sentences from others. An examination of the misclassified sentences shows that many
such sentences actually talk about research background instead of research findings. We defined these
sentences as belonging to the “not claim” category. However, sometimes these sentences used causal
language, which may confuse the prediction model. For example, “choking is a leading cause of injury
among children”.

There was also some confusion between the “direct causal” and the “correlational” categories. This
type of error was mainly due to the causal markers in the subordinate clauses instead of the main clauses.
For example, the sentence “many children are at increased risk for sleep breathing disorders that can
impair their mental and physical development” describes a correlational claim but was misclassified as
“direct causal” due to the cue “can impair”. In our taxonomy, “can + causal cue” belongs to the category
of “direct causal”.

The prediction model also had some difficulty in recognizing less commonly used relation markers,
especially when nouns were used to describe correlational findings in headlines, such as the phrase
“coupled with” in the headline “Kidney disease coupled with heart disease common problem in elderly”.

5 Exaggeration in Press Releases

5.1 Strategy for identifying exaggeration

Our prediction model operates at sentence level, so each press release will receive three predictions for
its three-sentence opening section, and each paper will receive one or more predictions depending on
the number of sentences in the conclusion subsection. However, exaggeration is determined at article
level, i.e. whether a press release made exaggeration or not. Hence, a strategy is needed to determine
article-level exaggeration by aggregating sentence level predictions. Since the study goal is to detect

6https://github.com/junwang4/causal-language-use-in-science
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the correlation-to-causation type of exaggeration, we focused on the research papers that made correla-
tional claims only. A research paper’s finding is regarded as “correlational” if at least one sentence in
the conclusion subsection uses correlational language and no sentence uses direct or conditional causal
language. In addition, we only considered the direct causal claims from correlational findings as exagger-
ations, since sometimes researchers would also speculate a conditional causal claim from a correlational
finding, which often serves as the goal of future investigation.

We then designed a strategy for identifying exaggeration at article level by considering the character-
istics of press release as a news genre. First, headlines serve the role of attracting readers to the story;
therefore exaggeration is more likely to occur in headlines, and can be more impactful than those in
content. Hence, predictions of causal claims in headlines should carry more weight than those from first
and second sentences. Second, most, but not all headlines contain main claims. In our annotated corpus,
15.6% headlines were annotated as “not claim”. An examination of these cases showed that the main
claims were significantly shortened or paraphrased. An extremely short headline is “Brain Power”. In
these cases, the first and second sentences are more likely to contain the main claims. Third, a small
number of first and second sentences used causal language to describe research background instead of
findings. Error analysis in the previous section has shown that our prediction model has difficulty in
distinguishing them from real causal findings. Therefore, when one sentence is predicted as “causal”
while the other as “correlational”, it may or may not be a case of exaggeration.

Considering the above concerns, we designed a conservative strategy for identifying exaggeration in
all paper-press pair with the paper’s finding predicted as “correlational”, as illustrated in Figure 2.

Input: Three sentence predictions on headline, 1st sentence, and 2nd sentence of a press release
Output: Did the press release exaggerate correlational findings as causal? (Yes or No)
Process: If headline prediction is direct causal, exaggeration=Yes

Else if headline prediction is “not claim”, check predictions for 1st and 2nd sentences:
If both predictions are “direct causal”, exaggeration=Yes
Else if one prediction is “direct causal” and the other “not claim”, exaggeration=Yes
Else exaggeration=No

Else exaggeration=No

Figure 2: Claim aggregation algorithm for press releases that correspond to papers identified as correla-
tional.

5.2 Overall exaggeration in press releases
After applying the exaggeration identification strategy to our corpus of 16,431 paper-press pairs, out of
6,244 cases in which the original research papers drew correlational conclusions, we found 1,391 (22%)
cases of exaggeration. This exaggeration rate is in a similar range to previous studies; however, our
exaggeration identification strategies differ.

Sumner et al. (2014) reported an exaggeration rate of 33% by manual analysis of 462 press releases
issued by 20 leading UK universities in 2011. They used seven scales to measure the claim strength: no
statement, explicit statement of no relation, correlational, ambiguous (e.g. ‘linked to”), conditional causal
(e.g. “may” and “might”), “can” causal, and unconditionally causal. An exaggeration was reported when
the press release used stronger claims than those present in the associated research paper.

Later, the same research team re-analyzed the data using a five-scale measure by merging the correla-
tional, ambiguous, and conditional causal categories, in order to focus on the types of exaggeration that
have a more significant impact on readers’ understanding. The new analysis resulted in a lower rate of
19%, since the nuanced exaggeration cases were no longer counted (Adams et al., 2017).

Compared to (Sumner et al., 2014) and (Adams et al., 2017), our schema includes four categories:
the “direct causal” category equates to the combined categories of “can” causal and unconditional causal
defined in (Sumner et al., 2014); the “conditional causal” category is equivalent to the category with
the same name in (Sumner et al., 2014); the “correlational” category corresponds to the combined cate-
gories of “correlational” and “ambiguous” in (Sumner et al., 2014); the “not claim” is similar to the “no
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statement” category in (Sumner et al., 2014). We did not use the “statement of no relation” category,
which refers to the statements of negative findings, because our annotations are based on correlational
vs. causal language use. A negative finding on correlation would still use correlational language, and
thus be annotated as correlation. Similarly, a negative finding on causal relation are annotated as causal.

In comparison, our exaggeration identification strategy is even more conservative than (Adams et
al., 2017), in that we only considered the most significant cases of exaggeration, in which the research
papers’ conclusions used correlational language only, whereas the associated press releases used direct
causal claims. We did not count minor exaggeration cases, such as those with conditional causal claims
in research papers and direct causal in press releases.

5.3 Trend of exaggeration in press releases
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Figure 3: (a) Trend of exaggeration: there is an overall decreasing trend of exaggeration since 2010. (b)
Number of press releases that are used as the basis for calculating the exaggeration rate in (a).

Figure 3(a) plots the trend of exaggeration rate over the past decade. This result shows a slight
but significant decreasing trend since 2010, with a Spearman rank correlation coefficient of −0.88 (p-
value<0.001). Note the years 2008 and 2009 were excluded from this analysis due to insufficient data,
as shown in Figure 3(b).

Figure 3(b) shows the total number of observational studies each year, and among them the total
number that used correlational language only. These numbers provide more data context for better un-
derstanding the trend. The sharp increase of observational studies in 2014 is caused by a big jump in the
total number of health-related press releases in EurekAlert!. The dip in 2018 is a result of ScienceDaily
starting to block robot access that year. However, ScienceDaily is less likely to be needed in the future
since EurekAlert! has been adding more doi links since 2015. For 2020, we collected only 10 months of
data to date.

More research is needed to understand the cause of the decrease in exaggeration rate. Bratton et al.
(2020) hypothesized that warnings within the science community might be impactful, after observing a
drastic reduction of exaggeration rate (by half) in the UK’s press releases six months after the publication
of (Sumner et al., 2014). However, confounding factors cannot be ruled out without further evidence.
Our result did not replicate the pattern of sharp decrease in 2014 or 2015. Instead, it shows that the
exaggeration rate was mildly decreased globally.

5.4 Comparing academic institutions and journal publishers

To investigate whether universities exaggerated more than journal publishers, Sumner et al. (2016) com-
pared press releases from these two sources, and found a higher exaggeration rate in university press
releases, exceeding the journals’ by 33% to 21%, or a ratio of 1.6 to 1. Adams et al. (2017) re-analyzed
the data in (Sumner et al., 2016) based on a simplified, 5-scale claim strength schema, and reported a
similar ratio (1.5 to 1, or 19% to 13%).
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Here we examine whether their findings still hold for our corpus.
To identify the source type of a press release, we used two Eu-
rekAlert! metadata items: the media contact person’s email address
and the name of the source institution. Specifically, if the domain
name contains .edu or .ac, or the institution name contains the
word “University”, the source is categorized as a university. If the
email address matches with a list of well-known publisher domain
names such as bmj.com and plos.org, or the institution name
contains the word “Publisher” or “Press”, the source is categorized
as a journal publisher. With this method, out of 6,244 research pa-
pers with correlational findings, we found 3,021 press releases from
universities and 1,534 from journal publishers.

Figure 4 shows that the exaggeration rate of university press re-
leases is 25.3%, higher than the 16.7% of journal publishers, by a
ratio of 1.5 to 1. This result is consistent with the ratios reported in (Sumner et al., 2016) and (Adams et
al., 2017).

6 Conclusion and Future Work

In this study we examined patterns of correlation-to-causation exaggeration in press releases. We devel-
oped a new corpus with 16,431 pairs of observational study papers and associated press releases, and
a prediction model for identifying cases of correlation-to-causation exaggeration in press releases. Ap-
plying the prediction model to the new corpus, we found that among all observational study papers that
made correlational claims only, 22% of the associated press releases made exaggerated causal claims.
Furthermore, universities made more exaggerated claims than journal publishers by a 1.5 to 1 ratio. The
good news is the exaggeration rate has slightly decreased in the past ten years, despite the increase in
the total number of press releases. More research is needed to understand the cause of the decreasing
pattern.

This study has a few limitations which we plan to improve in future work: First, the current exaggera-
tion detection method relies on the structured abstract of a research paper to identify its main claims from
the conclusion subsection. This restriction limits our data set size since only about one third of papers
have a structured abstract. In future work we will design an algorithm that can automatically identify
the conclusion sentences from unstructured abstracts. Second, the current approach uses the doi links
provided by EurekAlert! and ScienceDaily to link research papers and press releases; however, these
manually-added links cover less than 50% of EurekAlert! press releases. In future work we would like
to develop a content-based matching system to link press releases to scientific literature. Third, the cur-
rent approach matches the main claims in research papers and press releases at article level, by utilizing
the inverted-pyramid structure in press release. This approach works well for press releases, but might
not be suitable for identifying exaggeration in other genres. For example, inverted-pyramid structure
is not common in online discussion forums (e.g. Reddit (Zhou and Yu, 2020)) and social media posts.
Some news articles may also cite findings from multiple scientific studies. In future work we would like
to develop a sentence-level approach for pairing claims in research papers and their paraphrased versions
in news and social media.

Code and Data

Our code and data are available on github:
https://github.com/junwang4/correlation-to-causation-exaggeration.
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