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Abstract

The advent of natural language understanding (NLU) benchmarks for English, such as GLUE
and SuperGLUE allows new NLU models to be evaluated across a diverse set of tasks. These
comprehensive benchmarks have facilitated a broad range of research and applications in natural
language processing (NLP). The problem, however, is that most such benchmarks are limited
to English, which has made it difficult to replicate many of the successes in English NLU for
other languages. To help remedy this issue, we introduce the first large-scale Chinese Language
Understanding Evaluation (CLUE) benchmark. CLUE is an open-ended, community-driven
project that brings together 9 tasks spanning several well-established single-sentence/sentence-pair
classification tasks, as well as machine reading comprehension, all on original Chinese text. To
establish results on these tasks, we report scores using an exhaustive set of current state-of-the-art
pre-trained Chinese models (9 in total). We also introduce a number of supplementary datasets
and additional tools to help facilitate further progress on Chinese NLU. Our benchmark is released
at https://www.CLUEbenchmarks.com

1 Introduction

Full-network pre-training methods such as BERT (Devlin et al., 2019) and their improved versions
(Yang et al., 2019; Liu et al., 2019; [Lan et al., 2019) have led to significant performance boosts across
many natural language understanding (NLU) tasks. One key driving force behind such improvements
and rapid iterations of models is the general use of evaluation benchmarks. These benchmarks use a
single metric to evaluate the performance of models across a wide range of tasks. However, existing
language evaluation benchmarks are mostly in English, e.g., GLUE (Wang et al., 2018)) and SuperGLUE
(Wang et al., 2019). To the best of our knowledge, there is no general language understanding evaluation
benchmark for Chinese, whose speakers account for one-fourth of the world’s population. Also, Chinese
is linguistically very different from English and other Indo-European languages, which necessitates an
evaluation benchmark specifically designed for Chinese. Without such a benchmark, it would be difficult
for researchers in the field to check how good their Chinese language understanding models are.

To address this problem and facilitate studies in Chinese language, we introduce a comprehensive
Chinese Language Understanding Evaluation (CLUE) benchmark that contains a collection of nine
different natural language understanding tasks (two of which are created by us), including semantic
similarity, natural language inference, short text classification, long text classification with large number of
classes, and different types of machine reading comprehension tasks. To better understand the challenges
posed by these tasks, we evaluate them using several popular pre-trained language understanding models
for Chinese. Overall, we find that these tasks display different levels of difficulty, manifest in different
accuracies across models, as well as the comparison between human and machine performance.

The size and quality of unlabeled corpora play an essential role in language model pre-training (Devlin
et al., 2019; Yang et al., 2019; |Liu et al., 2019; [Lan et al., 2019)). There are already popular pre-training
corpora such as Wikipedia and the Toronto Book Corpus (Zhu et al., 2015)) in English. However, we are
not aware of any large-scale open-source pre-training dataset in Chinese. Also Chinese models are mainly
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trained on different and relatively small corpora. Therefore, it is difficult to improve model performance
and compare them across model architectures. This difficulty motivates us to construct and release a
standard CLUE pre-training dataset: a corpus with over 214 GB raw text and roughly 76 billion Chinese
words. We also introduce a diagnostic dataset hand-crafted by linguists. Similar to GLUE, this dataset is
designed to highlight linguistic and common knowledge and logical operators that we expect models to
handle well.

Overall, we present in this paper: (1) A Chinese natural language understanding benchmark that
covers a variety of sentence classification and machine reading comprehension tasks, at different levels
of difficulty, in different sizes and forms. (2) A large-scale raw corpus for general-purpose pre-training
in Chinese so that the comparisons across different model architectures are as meaningful as possible.
(3) A diagnostic evaluation dataset developed by linguists containing multiple linguistic phenomena,
some of which are unique to Chinese. (4) A user-friendly toolkit, as well as an online leaderboard with
an auto-evaluation system, supporting all our evaluation tasks and models, with which researchers can
reproduce experimental results and compare the performance of different submitted models easily.

2 Related Work

It has been a common practice to evaluate language representations on different intrinsic and downstream
NLP tasks. For example, [Mikolov et al. (2013) measure word embeddings through a semantic analogy
task and a syntactic analogy task. |Pennington et al. (2014)) further expands the testing set to include
other word similarity and named entity recognition tasks. Similar evaluation procedures are also used for
sentence representations (Kiros et al., 2015). However, as different researchers use different evaluation
pipelines on different datasets, results reported in the papers are not always fully comparable, especially
in the case where the datasets are small, where a minor change in evaluation can lead to big differences in
outcomes.

SentEval (Conneau and Kiela, 2018) addresses the above problem by introducing a standard evaluation
pipeline using a set of popular sentence embedding evaluation datasets. GLUE (Wang et al., 2018) and
SuperGLUE (Wang et al., 2019) further improve SentEval by providing benchmarks for natural language
understanding tasks, ensuring that results from different models are consistent and comparable. They
introduce a set of more difficult datasets and a model-agnostic evaluation pipeline. Along with other
reading comprehension tasks like SQuAD (Rajpurkar et al., 2016)) and RACE (Lai et al., 2017, GLUE and
SuperGLUE have become standard testing benchmarks for pre-training methods such as BERT (Devlin et
al., 2019) and ALBERT (Lan et al., 2019).

We believe a similar problem exists in Chinese language understanding evaluation. Although more and
more Chinese linguistic tasks (Liu et al., 2018; |Cui et al., 2019) have been proposed, there is still a need
for a standard evaluation pipeline and an evaluation benchmark with a set of diverse and difficult language
understanding tasks.

3 CLUE Overview

CLUE consists of 1) nine language understanding tasks in Chinese, 2) a large-scale raw dataset for
pre-training and a small hand-crafted diagnostic dataset for linguistic analysis, and 3) a ranking system, a
leaderboard and a toolkit.

3.1 Task Selection

For this benchmark, we selected nine different tasks, to ensure that the benchmark tests different aspects
of pre-trained models. To ensure the quality and coverage of the language understanding tasks, we select
tasks using the following criteria:

Diversity The tasks in CLUE should vary in terms of the task, the size of the text, the type of under-
standing required, the number of training examples.

Well-defined and easy-to-process We select tasks that are well-defined, and we pre-process them for
our users so that they can focus on modeling.
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Moderate difficulty: challenging but solvable To be included in CLUE, a task should not be too
simple or already solved so as to encourage researchers to design better models (e.g., multiple-choice
machine reading comprehension task).

Representative and useful Our tasks should be representative of common language understanding
tasks, easily applicable to real-world situations (e.g., classification task with many labels, or semantic
similarity task).

Tailor to Chinese-specific characteristics Ideally, tasks should measure the ability of models to handle
Chinese-specific linguistic phenomena (e.g., four-character idioms).

Although Chinese is not a low-resource language, it is still non-trivial to find and collect NLU tasks
in Chinese, given a lack of diverse publicly available NLP datasets relative to English. Therefore apart
from scrutinizing existing literature, we also sent out a call-for-tasks to the Chinese NLP community
from which we received proposals or suggestions for several new datasetsﬂ In addition, to help overcome
the lack of publicly-available NLU-oriented sentence-/sentence-pair classification tasks for Chinese, we
created two new tasks for our benchmark (CLUEWSC2020 and CSL, see section [ for details). Based
on the above standards, we gathered a total of nine tasks in the end, seven of them selected from our
collected datasets plus two newly created by us. These tasks cover a broad range of text genres, linguistic
phenomena and task-formats.

3.2 Large-scale Pre-Training Dataset

We collect data from the internet and preprocess them to make a large pre-training dataset for Chinese
language processing researchers. In the end, a total of 214 GB raw corpus with around 76 billion Chinese
words are collected in our pre-training corpus (see Section [5 for details).

3.3 Diagnostic Dataset

In order to measure how well models are doing on specific language understanding phenomena, we
handcraft a diagnostic dataset that contains nine linguistic and logic phenomena (details in Section [7).

3.4 Leaderboard

We also provide a leaderboard for users to submit their own results on CLUE. The evaluation system will
give final scores for each task when users submit their predicted results. To encourage reproducibility, we
mark the score of a model as “certified” if it is open-source, and we can reproduce the results.

3.5 Toolkit

To make it easier for using the CLUE benchmark, we also offer a toolkit named PyCLUE implemented in
TensorFlow (Abadi et al., 2016). PyCLUE supports mainstream pre-training models and a wide range
of target tasks. Different from existing pre-training model toolkits (Wolf et al., 2019; Zhao et al., 2019),
PyCLUE is designed with a goal of quick model performance validations on the CLUE benchmark.

4 Tasks

CLUE has nine Chinese NLU tasks, covering single sentence classification, sentence pair classification,
and machine reading comprehension. Descriptions of these tasks are shown in Table(l} and examples of
these are shown in Table[5)in the Appendix.

4.1 Single Sentence Tasks

TNEWS TouTiao Text Classification for News Title consists of Chinese news published by TouTiao
before May 2018, with a total of 73,360 titles. Each title is labeled with one of 15 news categories (finance,
technology, sports, etc.) and the task is to predict which category the title belongs to. To make the dataset

"We only accepted some of them because other tasks were either not well-defined, or are normally not counted as NLU tasks

(e.g., named-entity recognition).
“https://github.com/fatecbf/toutiao-text-classfication-dataset/
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Corpus |Train| |Dev| |Test| Task Metric  Source

Single-Sentence Tasks

TNEWS 53.3k 10k 10k  short text classification acc. news title and keywords
IFLYTEK 12.1k 2.6k 2.6k long text classification acc. app descriptions
CLUEWSC2020 1,244 304 290 coreference resolution acc. Chinese fiction books

Sentence Pair Tasks

AFQMC 343k 4.3k 3.9k semantic similarity acc. online customer service
CSL 20k 3k 3k keyword recognition acc. academic (CNKI)
OCNLI 50k 3k 3k natural language inference acc. 5 genres

Machine Reading Comprehension Tasks
CMRC 2018 10k 3.4k 4.9k  answer span extraction EM. Wikipedia
ChID 577k 23k 23k  multiple-choice, idiom acc. novel, essay, and news
c? 11.9k 3.8k 3.9k  multiple-choice, free-form acc. mixed-genre

Table 1: Task descriptions and statistics. TNEWS has 15 classes; IFLYTEK has 119 classes; OCNLI has
3 classes, other classification tasks are binary classification.

more discriminative, we use cross-validation to filter out some of the easy examples (see Section D Dataset
Filtering in the Appendix for details). We then randomly shuffle and split the whole dataset into a training
set, development set and test set.

IFLYTEK IFLYTEK (IFLYTEK CO., 2019) contains 17,332 app descriptions. The task is to assign
each description into one of 119 categories, such as food, car rental, education, etc. A data filtering
technique similar to the one used for the TNEWS dataset has been applied.

CLUEWSC2020 The Chinese Winograd Schema Challenge dataset is an anaphora/coreference resolu-
tion task where the model is asked to decide whether a pronoun and a noun (phrase) in a sentence co-refer
(binary classification), built following similar datasets in English (e.g.,|Levesque et al. (2012) and /Wang
et al. (2019)). Sentences in the dataset are hand-picked from 36 contemporary literary works in Chinese.
Their anaphora relations are then hand-annotated by linguists, amounting to 1,838 questions in total.

4.2 Sentence Pair Tasks

Tasks in this section ask a model to predict relations between sentence pairs, or abstract-keyword pairs.

AFQMC The Ant Financial Question Matching Corpusﬂ comes from Ant Technology Exploration
Conference (ATEC) Developer competition. It is a binary classification task that aims to predict whether
two sentences are semantically similar.

CSL Chinese Scientific Literature dataset contains Chinese paper abstracts and their keywords from
core journals of China, covering multiple fields of natural sciences and social sciences. We generate fake
keywords through tf-idf and mix them with real keywords. Given an abstract and some keywords, the
task is to tell whether the keywords are all original keywords of a paper. It mainly evaluates the ability of
models to judge whether keywords can summarize the document.

OCNLI Original Chinese Natural Language Inference (OCNLI, Hu et al. (2020)) is collected closely
following procedures of MNLI (Williams et al., 2018). OCNLI is composed of 56k inference pairs from
five genres: news, government, fiction, TV transcripts and Telephone transcripts, where the premises
are collected from Chinese sources, and universities students in language majors are hired to write the
hypotheses. The annotator agreement is on par with MNLI. We believe the non-translation nature of
OCNLI makes it more suitable than XNLI (Conneau et al., 2018)) as an NLU task specific for Chinese.

*https://dc.cloud.alipay.com/index#/topic/intro?id=3
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4.3 Machine Reading Comprehension

CMRC 2018 CMRC 2018 (Cui et al., 2019)) is a span-extraction based dataset for Chinese machine
reading comprehension. This dataset contains about 19,071 human-annotated questions from Wikipedia
paragraphs. In CMRC 2018, all samples are composed of contexts, questions, and related answers.
Furthermore, the answers are the text spans in contexts.

ChID ChID (Zheng et al., 2019) is a large-scale Chinese IDiom cloze test dataset, which contains
about 498,611 passages with 623,377 blanks covered from news, novels, and essays. The candidate pool
contains 3,848 Chinese idioms. For each blank in the passage, there are ten candidate idioms with one
golden option, several similar idioms, and others are randomly chosen from the dictionary.

C3 3 (Sun et al., 2019b) is the first free-form multiple-choice machine reading comprehension dataset
for Chinese. Given a document, either a dialogue or a more formally written mixed-genre text, and a
free-form question that is not limited to a single question type (e.g., yes/no questions), the task is to
select the correct answer option from all (2 to 4) options associated with the corresponding question. We
employ all of the 19,577 general domain problems for 13,369 documents and follow the original data
splitting. These problems are collected from language exams carefully designed by educational experts
for evaluating the reading comprehension ability of language learners, similar to its English counterparts
RACE (Lai et al., 2017) and DREAM (Sun et al., 2019a)).

5 Pre-Training Dataset

Large-scale language data is the prerequisite for model pre-training. Corpora of various sizes have been
compiled and utilized in English, e.g., the Wikipedia Corpus, the BooksCorpus (Zhu et al., 2015), and
more recent C4 corpus (Raffel et al., 2020).

For Chinese, however, existing public pre-training datasets are much smaller than the English datasets.
For example, the Wikipedia dataset in Chinese only contains around 1.1 GB raw text. We thus collect a
large-scale clean crawled Chinese corpus to fill this gap.

A total of 214 GB raw corpus with around 76 billion words are collected, consisting of three different
corpora: CLUECorpus2020-small, CLUECorpus2020, and CLUEOSCAR. Three models in this paper are
pre-trained on the combined CLUE pre-training corpus (two ALBERT models and RoBERTa-large).

CLUECorpus2020-small It contains 14 GB of Chinese text, with the following genres:

e News This sub-corpus is crawled from the We Media (self-media) platform, with a total of 3 billion
Chinese words from 2.5 million news articles of roughly 63K sources.

e WebText With 4.1 million questions and answers, the WebText sub-corpus is crawled from Chinese
Reddit-like websites such as Wukong QA, Zhihu, Sogou Wenwen, etc. Only answers with three or
more upvotes are included to ensure the quality of the text.

e Wikipedia This sub-corpus is gathered from the Chinese contents on Wikipedia (Chinese Wikipedia),
containing around 1.1 GB raw texts with 0.4 billion Chinese words on a wide range of topics.

e Comments These comments are collected from E-commerce websites including Dianping.com and
Amazon.com by SophonPluﬂ This subset has approximately 2.3 GB of raw texts with 0.8 billion
Chinese words.

CLUECorpus2020 It contains 100 GB Chinese raw corpus, which is retrieved from Common Crawl.
It is a well-defined dataset that can be used directly for pre-training without requiring additional pre-
processing. CLUECorpus2020 contains around 29K separate files with each file following the pre-training
format for the training set.

*https://github.com/SophonPlus/ChineseNlpCorpus/
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| | Single Sentence | Sentence Pair | MRC

Model | Avg | TNEWS IFLYTEK CLUEWSC2020 | AFQMC CSL OCNLI| CMRC ChID C3
BERT-base 69.20 | 56.58 60.29 63.45 7370 80.36 7220 | 69.72 8204 64.50
BERT-wwm-ext-base 70.27 | 56.84 59.43 6241 7407 8063 7442 | 7323 8290 6850
ALBERT-tiny 56.01 | 5335 4871 63.38 69.92 7456 6512 | 53.68 4353 31.86
ALBERT-xxlarge 7249 | 59.46 62.89 61.54 7560  83.63 7770 | 75.15 83.15 73.28
ERNIE-base 69.72 | 5833 58.96 63.44 7383 79.10 7411 | 7332 8228 64.10
XLNet-mid 68.58 | 56.24 57.85 61.04 7050 8126 7263 | 66.51 8347 67.68
RoBERTa-large 71.01 | 57.86 62.55 62.44 7402 8136 7682 | 76.11 8450 6344
RoBERTa-wwm-ext-base | 71.17 |  56.94 60.31 72.07 7404 8100 7472 | 73.89 83.62 63.90
RoBERTa-wwm-ext-large | 74.90 | 58.61 62.98 81.38 76.55  82.13  78.20 76.58 85.37 72.32
Human | 85.09 | 7100 66.00 98.00 | 8L0 840 9030 | 9240 87.10 96.00

Table 2: Performance of baseline models on CLUE benchmark. Avg is the average of all tasks. Bold text
denotes the best result in each column. Underline indicates the best result for the models. We report EM
for CMRC 2018 and accuracy for all other tasks.

CLUEOSCARE] OSCAR is a huge multilingual corpus obtained by language classification and filtering
of the Common Crawl corpus. It contains 250 GB Chinese raw corpus. We do further filtering and finally
get 100 GB Chinese corpus.

6 Experiments

Baselines Our baseline models are built on different pre-trained transformers (Vaswani et al., 2017,
on which an additional output layer is added for fine-tune on CLUE tasks. For single-sentence tasks, we
encode the sentence and then pass the pooled output to a classifier. For sentence-pair tasks, we encode
sentence pairs with a separator and then pass the pooled output to a classifier. As for the extraction-style
and multi-choice style for machine reading comprehension tasks, we use two fully connected layers after
the pooled output to predict the start and end position of the answer for the former. For the latter, we
encode multiple candidate-context pairs to a shared classifier and get corresponding scores.

All the models are implemented in both TensorFlow (Abadi et al., 2016) and PyTorch (Paszke et al..
2019).

Models We evaluate CLUE on the following public available pre-trained models:

o BERT-base, we use the base model (12 layer, hidden size 768) published by (Devlin et al., 2019),
which was pre-trained the on Chinese Wikipedia dump of about 0.4 billion tokens.

¢ BERT-wwm-ext-base, a model with the same configuration of BERT-base except it uses whole word
masking and is trained on additional 5 billion tokens (Cui et al., 2020).

o ALBERT-tiny/xxlarge, ALBERT (Lan et al., 2019)) is a recent language representation model. We
use: 1) a tiny versiorﬁ with only 4 layers and a hidden size of 312, and 2) an xxlarge Versio with
12 layers and a hidden size of 4096. Both are trained on the CLUE pre-training corpus.

e ERNIE-base (Sun et al., 2019c) extends BERT-base with additional training data and leverages
knowledge from Knowledge Graphs.

. XLNet—micﬂ a model with 24 layers and a hidden size of 768, with sentencepiece tokenzier and
other techniques from |Yang et al. (2019).

o RoBERTa-large uses a 24 layer RoOBERTa (Liu et al., 2019) with a hidden size of 1024, trained with
the CLUE pre-training corpus.

Shttps://dumps.wikimedia.org/zhwiki/latest/
®https://github.com/brightmart/albert_zh
"https://github.com/google-research/albert
8https://github.com/ymcui/Chinese-Pre Trained- X LNet
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TNEWS AFQMC CSL IFLYTEK CLUEWSC2020

annotator 1 57.0 83.0 93.0 54.0 94.0

Trained annotator 2 66.0 81.0 80.0 80.0 97.0
annotation  Annotator 3 73.0 76.0 67.0 50.0 95.0
avg 65.3 80.0 80.0 61.3 95.3

majority 71.0 81.0 84.0 66.0 98.0

best model 58.61 76.5 82.13 62.98 81.38

Table 3: Two-stage human performance scores and the best accuracy of models comparison. “avg” denotes
the mean score from the three annotators. “majority” shows the performance if we take the majority
vote from the labels given by the annotators. Bold text denotes the best result among human and model
performance.

o RoBERTa-wwm-ext-base (Cui et al., 2020) uses a 12 layer Transformer (Vaswani et al., 2017) with a
hidden size of 768, it uses whole word masking and is trained on the same dataset as BERT-base-wwm
except following the training procedure of [Liu et al. (2019).

o RoBERTa-wwm-ext-large (Cui et al., 2020) has a network structure of RoBERTa-large and training
procedure of RoOBERTa-wwm-ext-base.

We believe these models are representative of most of the current transformer architectures. In particular,
ALBERT-xxlarge and RoBERTa-wwm-ext-large are the largest models in Chinese at the time of writing,
and are expected to give us an estimate of the upperbound of model performance. We include ALBERT-
tiny to examine empirically how big the performance reduction is when switched to a much smaller
model, which presents another estimate for scenarios with limited computing resources. A summary of
the hyper-parameters of these models can be found in Table[6]in the Appendix.

Fine-tuning We fine-tune the pre-trained models separately for each task. Hyper-parameters are chosen
based on the performance of each model on the development set. We also use early stopping to select the
best checkpoint. Each model is fine-tuned three times and we choose the model with the best performance
on the development set to report test results.

6.1 Human Performance

OCNLI, CMRC 2018, ChID and C? have provided human performance (Hu et al., 2020; Sun et al., 2019b;
Cui et al., 2019; Zheng et al., 2019). For those tasks without human performance in CLUE, we ask human
annotators to label 100 randomly chosen items from the test set and compute the annotators’ majority
vote against the gold label.

We follow procedures in SuperGLUE (Wang et al., 2019)) to train the annotators before asking them
to work on the test data. Specifically, each annotator is first asked to annotate 30 to 50 pieces of data
from the development set, and then compare their labels with the gold ones. They are then encouraged to
discuss their mistakes and questions with other annotators until they are confident about the task. Then
they annotate 100 pieces of test data, which is used to compute our final human performance, shown in
Table [3]and the last row of Table[2] As we can see, most of the tasks are relatively easy for humans with a
score in the 80s and 90s, except for TNEWS and IFLYTEK, both of which have many classes, potentially
making it harder for humans. We will discuss human performance in light of the models’ performance in
the next section.

6.2 Benchmark Results

We report the results of our baseline models on the CLUE benchmark in Table 2]
Analysis of Model Performance The first thing we notice is that the results are better when: 1) the
model is larger, or 2) the model is trained with more pre-training data, or 3) whole word masking is

used. Specifically, ROBERTa-wwm-ext-large and ALBERT-xxlarge are the two best performing models,
showing advantages over other models particularly for machine reading tasks such as C3.
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Next, we want to highlight the results from ALBERT-tiny, which has only about 1/20 of the parameters
in BERT-base model. Our results suggest that for single-sentence or sentence-pair tasks, the performance
drop compared with BERT-base can range from almost 0 (for CLUEWSC2020) to roughly 12 percentage
points (IFLYTEK). However, for tasks involving more global understanding, small models have more
serious limitations, as illustrated by ALBERT-tiny’s low accuracy in all three machine reading tasks, with
a performance drop of up to 40 percentage compared with BERT-base (ChID).

Finally, XLNet-mid, a model based on a common unsupervised tokenizer in English called Sentence-
Piece (Kudo and Richardson, 2018)), performs poorly in token level Chinese tasks like span-extraction
based MRC (CMRC 2018). This highlights the need for our Chinese-specific benchmark which provides
empirical results as to whether successful techniques in English can be readily applied or transferred to a
very different language such as Chinese, where no word boundaries are present in running texts.

Analysis of Tasks It seems that what is easy for human may not be so for machine. For instance,
humans are very accurate in multiple-choice reading comprehension (C?), whereas machines struggle in it
(ALBERT-tiny has a very low accuracy of about 32%, probably due to the small size of the model). The
situation is similar for CLUEWSC2020, where the best score of models is far behind human performance
(about 17 percentage points). Note that in SuperGLUE, RoBERTa did very well on the English WSC
(89% against 100% for humans), whereas in our case, the performance of variants of ROBERTa is still
much lower than the average human performance, though it is better than other models.

On the other hand, tasks such as CSL and ChID seem to be of equal difficulty for humans and machines,
with accuracies in the 80’s for both. For humans, the keyword judgment task (CSL) is hard because
the fake keywords all come from the abstract of the journal article, which has many technical terms.
Annotators are unlikely to perform well when working with unfamiliar jargon.

Surprisingly, the hardest dataset for both humans and machines is a single sentence task: TNEWS.
One possible reason is that news titles can potentially fall under multiple categories (e.g., finance and
technology) at the same time, while there is only one gold label in TNEWS.

The best result from machines remains far below human performance, with roughly 11 points lower
than human performance on average. This leaves much room for further improvement of models and
methods, which we hope will drive the Chinese NLP community forward.

7 Diagnostic Dataset for CLUE

Dataset Creation In order to examine whether the trained models can master linguistically important
and meaningful phenomena, we follow GLUE (Wang et al., 2018)) to provide a diagnostic dataset, setting
up as a natural language inference task and predicting whether a hypothesis is entailed by, contradicts
to or is neutral to a given premise. Crucially, we did not translate the English diagnostics into Chinese,
as the items in their dataset may be specific to English language or American/Western culture. Instead,
we have several Chinese linguists hand-crafting 514 sentence pairs in idiomatic Chinese from scratch.
These pairs cover 9 linguistic phenomena and are manually labeled by the same group of linguists. We
ensured that the labels are balanced (majority baseline is 35.1%). Examples are shown in Table @ Some
of the categories directly address the unique linguistic properties of Chinese. For instance, items in the
“Time of event” category test models on their ability to handle aspect markers such as & (imperfective
marker), | (perfective marker), 11 (experiential marker), which convey information about the time of
event, whether it is happening now or has already happened in the past. We believe that for a model
to make robust inferences, it needs to understand such unique Chinese phenomena, and also has other
important linguistic abilities, such as handling anaphora resolution (Webster et al., 2018)) and monotonicity
reasoning (Yanaka et al., 2019j |Richardson et al., 2020).

Evaluation and Error Analysis We evaluate three representative models on the diagnostic dataset:
BERT-base, XLNet-mid, RoBERTa-wwm-ext-large. Each model is fine-tuned on OCNLI, and then tested
on our diagnostic dataset. As illustrated in Table ] the highest accuracy is only about 61%, which
indicates that models have a hard time solving these linguistically challenging problems. We believe that
both models and inference datasets suggest room for improvement.
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Predictions Accuracy
# Premise Hypothesis ?D BE RO XL BE RO XL
Anaphora 48 | GWAMMEEEEE—EEE IMeE . C|E E E |479 3583 479
X H Ma Li is Li Qin’s mother.
Ma Li and her mother Li Qin live
here together.
Argument 50 | NEEWDNLAEFTHR - NTFEFTRIZE C|[C C C [600 600 540
structure Xiao Bai saw Xiao Hong playing  Xiao Hong is doing Tai Chi.
video games.
Common sense | 50 | NHARHELIE- NI R - N[N N C |40 580 480
Xiaoming doesn’t have a job. Xiaoming doesn’t have a place to
live.
Comparative | 50 | XEis 7 HLAVE XEFRFWHEZ T AP, N|E E E |360 560 460
This basket has more oranges than ~ This basket has much more or-
that one. anges than that one.
Double nega- | 24 | TRAIANE/NG/NES—EFE .  REOIZEM/INF/IVE - E|[E E E [542 625 625
tion Don’t take minor illness as noth-  You should pay attention to minor
ing. illness.
Lexical seman- | 100 | /NIARAE - NTARMER - N[E N E [620 700 640
tics Xiaohong is sad. Xiaohong is ugly.
Monotonicity | 60 ﬁ%i%ﬂi WA LR EIE ﬁ%ﬁiéiﬂ%z HEEFEIE [N [N N N |417 433 433
;e B
Some students like to sing in the =~ Some female students like to sing
shower room. in the shower room.
Negation 78 | ZERE, BEIAN- THEfEE RRELEFE - E|[E C C [628 641 603
Girls dormitory, no entering for  Only girls can go in and out of the
boys. girls dormitory.
Time of event | 54 | iB&EEFXRGELKT - ICEER R LA N[N N N [6L1 741 593
The reporter interviewed the en- The reporter interviews the en-
trepreneur last year. trepreneur very often.
Total 535 615 547

Table 4: The CLUE diagnostics: Example test items in 9 linguistic categories, with their gold labels and
model predictions, as well as model accuracy. E = entailment, N = neutral, C = contradiction. BE =
BERT-base, RO = RoBERTa-wwm-ext-large, XL = XLNet-mid.

A breakdown of results is presented in the last few columns of Table 4l Monotonicity is the hardest,
similar to GLUE diagnostics (Wang et al., 2018). It seems that BERT also has a hard time dealing
with comparatives. An interesting case is the example of lexical semantics in Table 4, where the two
two-character words “sad” (M1 hard-pass) and “ugly” (MEE hard-look) in Chinese have the same first
character (¥ hard). Thus the premise and hypothesis only differ in the last character, which two out of
three models have decided to ignore. One possible explanation is that these models in Chinese are also
using the simple lexical overlap heuristic, as illustrated in McCoy et al. (2019) for English.

8 Conclusions and Future Work

In this paper, we present a Chinese Language Understanding Evaluation (CLUE) benchmark, which
consists of 9 natural language understanding tasks and a linguistically motivated diagnostic dataset, along
with an online leaderboard for model evaluation. In addition, we release a large clean crawled raw text
corpus that can be directly used for pre-training Chinese models. To the best of our knowledge, CLUE is
the first comprehensive language understanding benchmark developed for Chinese. We evaluate several
latest language representation models on CLUE and analyze their results. An analysis is conducted on
the diagnostic dataset created by Chinese linguists, which illustrates the limited ability of state-of-the-art
models to handle some Chinese linguistic phenomena.

In contrast to the English benchmarks such as GLUE and SuperGLUE, where model performance is
already at human performance, we can see that Chinese NLU still has considerable room for improvement
(i.e., models are ~10% below our estimates of human performance), meaning that we expect that our
benchmark will facilitate building better models in the short-term. Once models have reached human
performance, however, we believe that extending our benchmark to newer tasks, or newer forms of
evaluation (e.g., taking into account performance as a function of model size as in (L1 et al., 2020)), could
be a step forward. In this sense, we view CLUE, which is an entirely community-driven project, to be
open-ended in that our current set of tasks serve as a first step in more comprehensively evaluating Chinese
NLU.
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