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Abstract

Human use language not just to convey information but also to express their inner feelings and
mental states. In this work, we adapt the state-of-the-art language generation models to generate
affective (emotional) text. We posit a model capable of generating affect-driven and topic focused
sentences without losing grammatical correctness as the affect intensity increases. We propose
to incorporate emotion as prior for the probabilistic state-of-the-art text generation model such
as GPT-2. The model gives a user the flexibility to control the category and intensity of emotion
as well as the topic of the generated text. Previous attempts at modelling fine-grained emotions
fall out on grammatical correctness at extreme intensities, but our model is resilient to this and
delivers robust results at all intensities. We conduct automated evaluations and human studies to
test the performance of our model, and provide a detailed comparison of the results with other
models. In all evaluations, our model outperforms existing affective text generation models.

1 Introduction

Affect (emotion) in language plays a critical role in conveying mental and emotional states, along with the
information intended to be conveyed. Machine Learning (ML) based text generation models are focused
on minimising the error in the generated text by maintaining grammatical correctness, this often results
in the generation of monotonous and dull conversations. Since current ML based models are trained on
large corpora without any explicit affective information, they are unable to capture the emotional aspects
of conversations explicitly (Asghar et al., 2018).

There is a need for the automated processing and generation of affect-driven language. This will
improve the quality of responses generated by a conversational system by making them more empathetic
towards a human user (Colombo et al., 2019). The role of controlled emotion in the generated text
is to ensure more meaningful conversations between an Al-agent and a human. It is also aimed at
establishing an emotional connect with the reader of the text. Such a model can be particularly useful for
conversational therapy bots for generating appropriate emotional responses based on the user’s mental
state (Spring et al., 2019). Affective generation model could also be useful in the development of
interactive virtual agents (Janghorbani et al., 2019). Affective advertisement generation is another area
of application, especially for social advertisements aimed at inviting donations for a cause, where we
need to emotionally appeal to the benefits of donation (Moran and Bagchi, 2019). Current research on
incorporating language in robot learning (Luketina et al., 2019; Bisk et al., 2020) can potentially benefit
not just by enabling effective human-robot dialog, but also by optimizing other reinforcement learning
based components. For instance, user’s responses can be exploited to extract implicit emotion-based
reward cues (Sumers et al., 2020), and the robot can respond in contrasting emotion to gain user’s trust.
In interactive narrative generation (Ammanabrolu et al., 2020), an affect-incorporated language model
will improve user’s experience by making a long-lasting impact (Mar et al., 2011).

In this paper, we propose controlling the output of a neural language generation models with affective
information. Intuitively, an emotion cannot be captured just by a discrete category, but there’s also an
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associated degree to which it is expressed or perceived. Hence, we want to generate text based on a given
emotion category (e) and its intensity (3). In addition to this, we also want the generated sentences to
fall under a topic (). We can either extract e and 3 from the context of conversation/text or can allow
the user to choose these parameters. While generating affective text, we want to ensure that grammatical
correctness is not compromised even at high emotion intensities. We propose an algorithm that generates
grammatically correct text by sampling valid sentences along with optimizing for emotion label-intensity
factors.

In particular, we propose coarse and fine-grained affective text generation model, built on top of
GPT-2 (Radford et al., 2019). Our model provides degrees of freedom in terms of the choice of the
base text generation model, the emotion category (ranging over 8 basic emotions), with fine-grained
control over emotion intensity for each category, and the topic of the generated text. We provide
detailed results of our model and a comparison with the existing models to establish the improvement
brought in by our approach. We evaluate our model against the baselines on grammatical correctness,
perceived emotion and intensity both using automated methods and human-annotations. We clearly see
that the quality of text generated by out model both in terms of perceived emotion and grammatical
correctness is considerably better than the existing system: AffectLM (Ghosh et al., 2017). As observed
in experiments (§ 5.2), in the case of AffectLM, with the increase in emotion intensity, the model
compensates by generating more affective words at the cost of drop in grammatical correctness. However,
our model tries to generate text as aligned to the given controls as possible while adhering to the
grammatical constraints. To the best of our knowledge, this is the first affective text generation model
that incorporates 8 emotion categories in the text generation output. The model is robust in terms of
grammatical correctness at high emotion intensities, which makes it highly reliable for a number of
applications. We release the model implementation and user studies at the following GitHub repository:
https://github.com/ishikasingh/Affective-text—gen

2 Related Work

Recently, several advancements in language generation have been made. The Conditional Transformer
Language Model For Controllable Generation (CTRL) (Keskar et al., 2019) provides a transformer
language model that is conditioned on control codes, which allow the user to control the domain and
topic of generated sentences, as well as define the intended task (like question-answering and machine
translation). However, the CTRL model only allows to control the topic and does not provide the
flexibility to control the emotion of the generated text. The Plug and Play Language Models (PPLM)
(Dathathri et al., 2020) combines a pre-trained language model like GPT-2 with attribute classifiers that
guide text generation. It enables the user to control the topic, sentiment (positive/negative) and the
strength of the influence of these attributes (using the stepsize of a gradient descent equation) for the
generated sentences. The PPLM model only allows the option of positive/negative sentiments in the
output and does not deal with varied emotions. Moreover, PPLM model fails to generate grammatical
text, when emotion intensity is increased. In contrast, in our model we have an extended list of eight basic
emotions along with provision for controlling the intensity associated with each emotion. For controlling
the intensity, we use human-annotated word list from NRC-EIL lexicon (Mohammad, 2018).

In recent times, neural models for emotional text generation have been proposed. Affect-LM (Ghosh
et al., 2017) uses an LSTM-based approach for generating expressive emotional text. It is capable
of generating sentences in 4 affect categories (Positive, Anxious, Sadness and Anger), and the affect
intensity can be varied on a scale of 0 to co. However, since its introduction, several new text generating
language models have been proposed (e.g., GPT-2 (Radford et al., 2019)) which have outperformed
previous RNN based language generation models. The Affect-LLM model depreciates in the grammatical
correctness of its generated sentences as the affect intensity is increased to the higher end of the
spectrum. Moreover, Affect-LM provides only 4 affect categories and misses out on emotions like
surprise, anticipation, etc. In contrast, in our work we provide 8 basic emotion categories (Joy, Trust,
Fear, Surprise, Sadness, Disgust, Anger and Anticipation). We base our choice of basic emotions on the
theory proposed by Plutchik (Plutchik, 1962; Plutchik, 1980; Plutchik, 1994), that argues that the eight
basic emotions (largest proposed set) form four opposing pairs: joy—sadness, anger—fear, trust—disgust,
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and anticipation—surprise. In general, there are no clear boundaries proven between emotion categories,
and it’s perceived subjectively across individuals.

Affective text generation models have been utilized in various applications. Mahamood and Reiter
(2011) present the application of affective NLG models to produce medical information summaries.
These reports are communicated to the parents of babies in a Neonatal Intensive Care Unit, and need
to have the appropriate affective tone so that they are able to deal with the emotional impact of
the information. Mairesse and Walker (2007) present a system for language generation tailored on
extroversion dimensions, which can be used for generating dialogues. An affect-driven dialogue system
for generating emotional responses in a controlled manner has been designed by Colombo et al. (2019),
that is aimed at making conversational systems more social. A significant number of research papers also
deal with affective language models for chatbots in a commercial or therapy setting, such as the retrieval-
based dialogue system by Bartl and Spanakis (2017). Chan and Lui (2018) describe a sequence-to-
sequence based emotional response generator for chatbots which are used in customer services, personal
assistance and education.

3 Affective Model
3.1 Background

Our model is based on the GPT-2 (Radford et al., 2019) text generation model and the Plug and Play
Language Model (PPLM) (Dathathri et al., 2020). GPT-2 is a transformer-based language model which
has shown superior performance on several NLP tasks, including text generation. The GPT-2 model
generates text that is word by word conditioned on past context represented in the form of a history
embedding matrix H;. The model updates the history matrix recursively and samples the next word as,

Oi41,Hip1 = LM (St, Ht) (D

St41 ~ Pr41 = Softmax (W - Oy 1) 2)
where Oy, 1 is the token embedding used to get the next word’s probability distribution p; 1 by learning
a parameter W, and s;41 represents the sampled word at (¢ 4 1)th iteration.

In order to efficiently update the model, as well as to generate controlled text we bring in the idea
of alternating optimization or a projected gradient descent in the direction which optimizes the attribute
category probability distribution p;1(alw) projected on sentence probability distribution p;11(w) as
done in PPLM. Here, p;1(a|w) is the probability that (¢ + 1)th word belongs to affect category a, and
pr+1(w) is the probability that (¢ 4+ 1)th word is a grammatically correct occurrence. PPLM allows to
plug in any text generation model to optimize loss associated with p;+1(w). We use GPT-2 Medium
since it has performed well for domain-specific text generation without the need to use domain-specific
training datasets. PPLM then perturbs this p;+1(w) (by changing the history matrix H;) given by the
plugged-in model, such that the generated text has a higher probability of belonging to a given attribute
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or topic, where the topics are represented by Bag of Words (BoW). The following Gradient Descent
(GD) is performed to execute this perturbation,

' OLoss
H = H, — 3
t t= 1 H, 3)
such that we get the perturbed next word distribution p; 11 as,
Op1, Hyyr = LM (s, H, ) *
Stp1 ~ p;H = Softmax <W . O::+1) ®)

The Loss in Equation 3 has two terms: a KL-Divergence term, which keeps the perturbed next word
probability distribution close to the actual one, hence ensuring grammatical correctness; and a loss
associated with overall probability of words belonging to the given attribute.

Loss = KLDperturbed—unperturbed + LOSStopic (6)

LosStopic = — 10g(Z(Bonrobs)) (7

In Equation 7, the ) , BoW probs at time step ¢ is defined as ) _, p; - h;, where h; is a one-hot encoding

of the i*" word from the topic’s bag of words. These two loss components, when used for two sequential

steps of GD, relate to an alternating optimization technique. Combining these two losses to perform a
single step of GD has a similar effect, hence it is used to minimize the loss by perturbing H;.

3.2 Proposed Model

The architecture of our model is shown in Figure 1. The idea behind our model is similar to the above
attribute perturbation in the sentences. We define a new loss term for the perturbation which steers the
generation towards the required affect. It also provides an option to control the intensity of the emotion
in the generated sentences. The new loss function is defined as:

Loss = KLD Loss + Losstopic + LSS fect (8)

LosSaf fect = — log((BoW probs) - (N (affectInt, knob, var))) )
In Equation 9, the N/ (affectInt, knob, var) is a Gaussian function, which is used to control the intensity of
the affective text generation. Here "affectInt’ represents the intensity values for the BoWs corresponding
to the emotion category, ranging from 0 to 1, where 1 is the maximum intensity. The knob (the mean of
the Gaussian) scales-up the values for the words closer to it, and scales it down for those far away from
the mean, hence increasing the probability of the words with intensity values closer to the knob value.
The var provides with flexibility on the intensity range to be picked. The dot product of the scaled
intensity scores with the BoW probabilities is to be maximized during the optimization. This new loss in
Equation 8 is then used to perturb the model history Hy, to increase the probability for words at (¢ 4 1)th
iteration corresponding to the given emotion category and the intensity.

To incorporate affect, we use human-annotated affect information provided by NRC, which fulfils both
BoWs - emotion categories and emotion intensities. The NRC Emotion Intensity Lexicon (Mohammad,
2018) provides real-valued intensity scores for approximately 10,000 words belonging to eight basic
emotions (anger, fear, sadness, joy, anticipation, trust, surprise, trust). The intensity values range from 0
to 1, 1 being highly belonging to the category and O being neutral of the category. This scale defines the
range for our knob in the loss defined in Equation 9.

We perturb the history as in Equation 3, and feed it to the LM as in Equation 4. During the
implementation, we perform 3 iterations of these two steps to accumulate enough perturbation in H;
such that the loss is desirably reduced, and this is finally used to sample the next word as shown in
Equation 5. The convergence rate was set to = 0.005.

Our model can be used to generate affective sentences by choosing the desired emotion category.
We support a varied range of 8 basic human emotions: joy, anger, fear, sadness, surprise, anticipation,
disgust, and trust. Moreover, the user can select emotion intensity on a continuous scale of 0 to 1;
where 0 stands for a neutral sentence and 1 for the highest possible intensity sentence (with grammatical
correctness remaining intact) within the given category. The affect words are more likely to get sampled,
which are closer to the given knob value. Some sentences generated by our model can be seen in Table
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Prompt | Topic [ Emotion [ Knob (5) | Text

Our Model
The Politics Anger 0.6 The President’s first budget is a huge tax cut for the rich and an
President increase in debt for our military. He’s a disaster. — Senator Bernie
Sanders (@SenSanders) December 17, 2017..
The Politics Anger 1.0 The President’s first budget is a huge tax cut for the rich and an
President increase in debt for our military. He’s a war criminal who wants to
destroy our economy and take away our freedom.
Once upon | Technology Joy 0.6 Once upon a time, there was a game that was so great, so much fun
you could play it over and over again.
Once upon | Technology Joy 1.0 Once upon a time, there was a game that was so fun, so much fun... I

mean, so much FUN. I'm not exaggerating when I say that it was the
best game in the world!

I feel so No Topic Sadness 0.6 I feel so bad for the kid that was killed. The guy was a great guy. He
was the kind of guy that you’d want to hang out with.

I feel so No Topic Sadness 1.0 I feel so sad for the victims of the shooting. The news has been
terrible, but we have to deal with it. I’'m sorry that the shooting
happened.

AffectLM
The NA Anger 3 the president of the country you know . 111 don’t know 1 just hope

President that it ’s just . it ’s just going to kill innocent people . i1 i feel like
it ’s ridiculous for the rest of the united states especially in the united
states

The NA Anger 5 the president of the country the fight against the united states hate the
President us and mass destruction attack and fight against killing you hate hate
hate hate hate

Once upon NA Positive 3 once upon a year . idon’t. oh . i think i i think i think ah i 'm not sure
it ’s like it ’s the same way i ’ve seen it on the news .

Once upon NA Positive 5 once upon a time i just . i just do a lot of things with my family but it

’s yeah it is my best friend is a . that ’s not a good friend . yeah . yeah
it it wouldn’t be a good thing to do .

I feel so NA Sadness 3 1 feel so sad that you know emotional feelings are losing you know .
oh yeah . as a result of . you know . of course . you know . you know
I feel so NA Sadness 5 1 feel so sad because i ’ve lost feelings lost feelings about losing

feelings and feelings and feelings lose feelings feelings and feelings

Table 1: Examples of sentences generated by our model and AffectLM for different emotion categories, intensities and topics.
More examples in appendix A and appendix B.

1. These examples illustrate that our model is able to incorporate different emotion categories and retain
the grammatical correctness in all sentences. We can also observe that the intensity conveyed by the
sentences for the chosen emotion increases as we increase the knob value.

4 Model Evaluation and Experiments
We evaluated our model using complementary evaluation approaches: Automated evaluation and Human
evaluation. Several experiments were conducted based on these evaluations, as described next.

4.1 Automated Evaluations

We quantitatively evaluate our model for perceived emotion intensity and grammatical correctness of
the generated text. To evaluate the emotional intensity of a sentence, we used a pre-trained emotion
prediction model, the Affective Norms model! (Koper et al., 2017). Given a sentence and its emotion
(anger/fear/sadness/joy), the model evaluates the intensity felt by the speaker on a scale of 0 to 1. It is
essentially a Random Forrest Regressor, trained on manually labelled tweets, which we have adapted
for our generated sentences. To evaluate the grammaticality of the generated text, we used perplexity.
We compared the text generated by the models against GPT (Radford, 2018) as the ground truth, this
approach is similar to the one used for evaluating PPLM (Dathathri et al., 2020).

4.2 Human Evaluations

We created 3 different tasks for human evaluations comprising over 400 sentences. Two graduate students
fluent in English (and oblivious to this project) performed these tasks and evaluated our model and other
competitor models. Task 1 and 2 were about sentence emotion classification with 4 (positive emotion,

! Affective Norms model (IMS Emolnt) was the second best performing model in the IMS Emotional Intensity Prediction
task organized at WASSA workshop 2017
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anger, sadness, neutral) and 8 (anger, fear, sadness, joy, anticipation, trust, surprise, trust) emotion classes
respectively. Task 3 was aimed to study the grammatical correctness and perceived intensity.
Task 1 The annotators were presented with 72 text snippets (consisting of at most 2 sentences) equally
distributed over each of the 3 classes (Sad, Angry, Positive Emotion) and generated by two models
(AffectLM and our model). Association between a text snippet and its generator (model) were unknown
to the annotators. The sentences uniformly belonged 3 intensity values (8 = 1,2, 3 for AffectLM and
knob = 0.4, 0.6, 1 for our model). We gave ‘positive emotion’ as one of the options, for a fair comparison
between both the models since it is covered by both models>. We also gave a ‘neutral’ option, in case
annotators felt that there is no emotion intended by the text, although all sentences were conditioned on
one emotion category. The prediction accuracy was averaged over both the annotators.
Task 2 The annotators were given 96 text snippets generated by our model, equally distributed over
each of the 8 emotion classes and 3 intensity values (knob = 0.4,0.6,1). The prediction accuracy was
averaged over both the annotators.
Task 3 The annotators were given 39 sets of sentences. Each set comprised of 6 sentences, and the
annotators were informed about the input emotion category of each sentence. The annotators were asked
to rate grammatical correctness for each sentence on a 7 point Likert scale. Moreover, they were asked
to rank these sentence from 1 to 6 based on the relative intensity of the emotion expressed, 6 being the
highest intensity rank. We curated 3 sets for each of the 3 AffectLM emotion categories (Sad, Angry,
Positive Emotion), 2 sentiment categories (Positive, Negative) from PPLM, and 8 emotion categories
from our model. The ratings from both the annotators were averaged, each for grammatical correctness
ratings and intensity ranks.

We tested our model’s performance in terms of its ability to generate text for a given emotion, the
effectiveness towards adapting to emotional intensity and the impact of changing these two parameters
on the grammatical correctness of the generated text. These experiments are described in the next section.

Our Model Affect LM PPLM

—e— Anger —4— Disgust —e— Anger —e— Negative Sentiment
Sadness Surprise Sadness Positive Sentiment
—— Joy —&— Trust —+— Positive Emotion —&— Avg. of 2 sentiments
54 = Fear —&— Avg. of 8 emotions 54 —— Avg. of 3 emotions 54
~¥— Anticipation

Emotion Intensity Ranking
(Human Evaluation)

-

0.0 0.2 0.4 0.6 0.8 1.0 0 1 2 3 4 5 0.0 0.2 0.4 0.6 0.8 1.0

(a) (b) (c)
Emotion Intensity (Knob) Emotion Intensity (beta) Sentiment Intensity (Stepsize)

Figure 2: Human Perceived Intensity Evaluations

4.3 Comparison Experiments

We compared our model’s performance with AffectLM as the baseline model, on 3 common emotion
classes: Sad, Angry, Joy (our model)/Positive Emotion (AffectLM).
True emotion vs predicted emotion: This experiment was conducted via human evaluations.
Annotations from Task 1 were used for this experiment. Table 2 shows the results.
Intensity and grammatical correctness trend for generated text with varying knob value:
e Automated Evaluations: Figure 3(a), (b) shows the results for impact on perplexity (measure for
grammatical correctness). Figure 4 shows perceived intensity with changing model intensity.
e Human Evaluations: Annotations from Task 3 for three common emotion classes of AffectLM and
our model were used for this experiment. Figure 2(a), (b) shows the comparison for perceived
intensity and 3(d), (e) shows the comparison for grammatical correctness.

2the ‘joy’ category of our model is a subset of positive emotion class
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We compared our model with PPLM (Dathathri et al., 2020) on text quality with increasing intensity
across our 8§ emotion classes, and 2 sentiment classes (present in PPLM).
Intensity and grammatical correctness trend for generated text with varying knob value:
o Automated Evaluations: Figure 3(a), (c) shows the results for impact on perplexity (measure for
grammatical correctness) with changing model intensity.
e Human Evaluations: Annotations from Task 3 for 8 emotion classes of our model and 2 sentiment
classes from PPLM were used for this experiment. Figure 2(a), (c¢) shows the comparison for
perceived intensity and 3(d), (f) shows that for grammatical correctness.

Our Model

Affect LM PPLM

3
S

w
o

(lower is better)
w S
s 8
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N
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_’\Q/‘\w\.__ —
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501
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304

204
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0.0 0.2 0.4 0.6 0.8 0 1 2 3 4 5 0.0 0.2 0.4 0.6 0.8 1.0
. (d) . (e) . (f) .
Emotion Intensity (Knob) Emotion Intensity (beta) Sentiment Intensity (Stepsize)

Figure 3: Grammatical Correctness Evaluations

4.4 Independent Experiments

We evaluated our model independently for 8 fine-grained emotion classes.
True emotion class vs predicted emotion: This experiment was conducted via human evaluations.
Annotations from Task 2 were used for this experiment. Table 2 shows the results.
Intensity and grammatical correctness trend for generated text with varying knob value:
e Automated Evaluations: Figure 3(a) shows the results for impact on perplexity (measure for
grammatical correctness) with changing model intensity.
e Human Evaluations: Annotations from Task 3 for 8 emotion classes of our model were used for this
experiment. Figure 2(a) show the results for perceived intensity and 3(d) show that for grammatical

0.50

° °
Y e
3 3

Emotion Intensity Rating
°
'S
S

(Automated Evaluation)

o
8

0.40

correctness.
Our Model Affect LM
e | e B (Knob) [ Emotion Prediction Accuracy
e 065 2 ot emation Affect LM
(3 emotions)
060 1 0.392
2 0.542
0 3 0.542
o5 Our Model
(3 emotions) (8 emotions)
/\//\ 04 0833 0359
0.6 0.625 0.344
0.0 0.2 0.4 0.6 0.8 1.0 040 1 2 3 4 5 1'0 0'625 0-281
Emoton ity (koo Emoton neniy (et Table 2: Human Evaluations on Classification Tasks
Figure 4: Automated Perceived Intensity Evaluations (Task 1 and Task 2)

5 Analysis
We conducted 26 ANOVA analysis with human-annotated predicted emotion intensity and grammatical
correctness ratings as Dependent Variables (DVs), and knob value as Independent Variable (IV). The
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inter-agreement score was calculated among the two annotators for each of the tasks using Krippendorff’s
a. For Task 1 and Task 2, we observed moderate agreement (o = 0.54 and o = 0.42 respectively), given
the subjective nature of emotion perception. For Task 3, we observed great agreement (o« = 0.74) on
grammatical correctness ratings, while we got o = 0.23 on intensity rankings, showing the diversity in
perceived emotion intensities. This is due to the subtleties in perceived intensity and diversity observed
in the generated text.

5.1 Human Annotations for Classification

From Table 2, we can see that our model achieves best classification scores at knob = 0.4. In case of
8 emotions, this might be happening because across all the eight emotions, in Figure 2(a), the perceived
intensity always increases at this value (notice that for Fear and Surprise, there’s a peak at 0.4). In case
of 3 emotions, there’s very little difference between perceived intensity values at 0.4 and 0.6 for Sadness
and Joy, hence the scores are opposite. Overall, we see that at knob = 1.0, there’s a decrease in perceived
intensity, hence the classification score drops. When compared to AffectLM for 3 emotions, our model
seems to reflect emotions better for all the intensity values. We see that for 8 emotion classes, we get low
scores yet higher than random predictions across 8 classes. The reason could be a close association of the
emotion classes (such as Sadness-Disgust, Anger-Disgust, Joy-Surprise), leading to misclassification.

5.2 Grammatical Correctness Evaluations

The ANOVA results for grammatical correctness annotations (p < 0.65 for all emotion categories)
clearly show that the model maintains the grammatical correctness on increasing the intensity values.
From Figure 3(a), (d) it’s evident that predicted perplexity (a lower value implies better) and human-
annotated grammatical correctness (a higher value implies better) both remain constant at decently low
and high values respectively in comparison to both the baselines. We received comments from the
annotators where they conveyed that sentences from one model lack an overall structure and do not
convey any coherent meaning (even though the texts were from a conversational context). Hence, the
annotators were not convinced that those sentences were grammatically correct, as can be seen from
the averaged annotations in Figure 3(e). They consisted of ‘emotion” words but they did not cohere to
form meaningful sentences. The annotators were oblivious to the generating model, but the difference in
generation was quite evident. Moreover, AffectLM doesn’t train the model to be grammatically correct,
rather it increases the probability of words directly indicative of emotions. As a result, the perturbation
in grammatically optimum next word probability distribution gets destroyed with their modelling. When
we compare our model’s results with PPLM, we observe that fluency scores in Figure 3(c),(f) start from
similar values as ours at a low stepsize, but eventually blows up. This is because using an optimality
parameter for controlling intensity is not efficient or user-friendly. We instead use the most optimum
convergence rate and let another loss term handle the intensity factor.

5.3 Perceived Intensity Evaluations

Our Model:

Anger: The ANOVA test results show that our hypothesis is significant at p < 0.317. From Figure
2(a), we can see that predicted intensity for Anger increases till knob = 0.6 and then decreases but not
below the value at knob = 0.4. This might be happening due to subtle changes observed with a ‘0.2’
increase in knob value for intensity.

Sadness: The ANOVA test results show that our hypothesis is significant at p < 0.010. From Figure
2(a), we can see that predicted intensity for Sadness increases with increasing intensity, except a slight
decrease at knob = 1.0 which falls to a similar value as that at knob = 0.6. This can be attributed to the
subtle difference in the emotional intensity.

Joy The ANOVA test results show that our hypothesis is significant at p < 0.048. From Figure 2(a),
we can see that predicted intensity for Joy increases except that it assumes nearly similar values at last 3
intensities.

Fear The ANOVA test results show that our hypothesis is significant at p < 0.639. From Figure 2(a),
we can see that predicted intensity for Fear is not changing much across the intensity scale, hence the
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high p-value. The model tries to increase the intensity as much as possible for a given prompt along with
constraining it to the grammatically correct region. It seems that model sacrifices on increasing emotion
intensity to keep the grammar intact, which is evident for Fear in Figure 3(d).

Anticipation The ANOVA test results show that our hypothesis is significant at p < 0.203. From
Figure 2(a), we can see that predicted intensity for Anticipation increases till knob = 0.6, then decreases
for knob = 0.8 and increases again further. Even though the differences were subtle and perceiving this
emotion was more challenging as compared to the rest of the emotions, we received fairly good results
by the annotators.

Disgust The ANOVA test results show that our hypothesis is significant at p < 0.0001. From Figure
2(a), we can see that predicted intensity for Disgust has been perceived very well till knob = 0.8, which
is reflected in the significance test as well. The inserted knob was able to manipulate this emotion quite
accurately.

Surprise The ANOVA test results show that our hypothesis is significant at p < 0.188. From Figure
2(a), we observed that the predicted intensity for Surprise didn’t seem to manipulate very accurately.
The reason behind these results can be attributed to balancing the trade-off between preserving the
grammaticality and increasing the emotional intensity, as well as the differences being too subtle to
be noticed by a human annotator.

Trust The ANOVA test results show that our hypothesis is significant at p < 0.067. From Figure 2(a),
we can see that predicted intensity for Trust seem to have consistently increased with increasing knob
value on an overall basis, hence we get significant results for this category.

Affect LM: The ANOVA test results for AffectL.M classes were significant (Anger: p < 0.002, Sadness:
p < 0.0002, Positive Emotion: p < 0.017), but if we take into account the grammatical correctness
ratings, the overall generation quality is not optimal. The reason behind a better intensity evaluation could
be the repetitive use of the same emotion words (Table 1), which is not desirable for the applications in
Section 1.

PPLM: The ANOVA test results for PPLM classes were not as significant (Negative: p < 0.352,
Positive: p < 0.415). From Figure 2(c), it’s evident that the intensity is not well perceived, with a
breakdown observed at high stepsize where random characters and words were generated.

5.3.1 Key Observations

From the aforementioned results, we can conclude that our model is able to manipulate the emotional
intensity of the generated text explicitly for certain emotions, and subtly for the remaining emotions. It
also ensures that the grammatical correctness is not compromised when incorporating the given emotion
and intensity. From Figure 2(a), we can see that the average perceived intensity across all emotions
increases, and then decreases slightly towards the end. In the automated evaluations in Figure 4(b) for
3 emotions, we see that AffectLM has a consistent rise in intensity, but the emotion evaluation model
didn’t account for grammatical correctness and assigned a high score to repeated emotion words. For
our model, the automated evaluation (Figure 4(a)) shows a similar pattern as seen in human evaluation
(Figure 2(a)). We observe a small increase in the intensity rating for the initial values of the knob, as
well as consistency in generating sentences which are grammatically valid and convey useful meaning
(as can be seen from perplexity trend in Figure 3(a) - averaged for 3 emotions).

6 Conclusion

In this paper, we present a novel model for affective text generation. The model augments SOTA text
generation models with affective information without compromising on the grammatical correctness.
As shown empirically, our model is able to successfully incorporate the chosen emotion category and
intensity, as well as the topic and does not fall out on grammatical correctness (unlike other models) at
high intensities. It also provides the flexibility for generating sentences in 8 emotion categories, which
is absent in all the existing models in related domains. Our model has wide applications in fields like
dialogue generation, therapy chatbots, story and advertisement completion.
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Appendix

A Examples Generated by our Model

Prompt

Topic

Emotion

Knob

Text

There exists

Science

Fear

0

There exists a vast, vast universe of material
that is known as the material record, or
MDR, that we can study and understand.

There exists

Science

Fear

04

There exists a theory of history that claims
the United States, the most modern society
in its history, was created by a race of people
genetically altered in the laboratory.

There exists

Science

Fear

0.6

There exists a very good argument that the
world is going to end, or is about to end. It’s
a frightening idea, and I’ve always felt that
we are all doomed.

There exists

Science

Fear

1.0

There exists a very good argument that
the US has been using chemical weapons
against the population since the 1970s. In
the case of chemical weapons, the evidence
is quite overwhelming.

Once upon

Religion

Joy

Once upon a time, there were two types of
people in America: those who were born
into wealth, and those who were born into
poverty.

Once upon

Religion

Joy

0.4

Once upon a time, a man named David had
a dream. His dream was to be an inventor.
The dream had a simple explanation. It said,
I want this.”

To conclude

Politics

Anger

To conclude, the evidence is clear that the
US has the ability to make its own decisions
regarding what to do with the oil and gas in
the ground, which is why we do this.

To conclude

Politics

Anger

0.2

To conclude, the evidence is clear that
the US government is engaged in a
systematic campaign of disinformation and
propaganda against Russia.

To conclude

Politics

Anger

0.6

To conclude, the evidence is clear that the
current policy of war is a terrible error of
judgement. The United States is now facing
a war that will be devastating to our nation
and our people.

To conclude

Politics

Anger

1.0

To conclude, the evidence is clear that
the US government is engaged in a
systematic attack on whistleblowers. The
US government is using a broad array of
tactics to silence whistleblowers. They have
attacked journalists with threats, attempted
to jail them and imprisoned many others
who exposed crimes against the country.
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In brief

No Topic

Anger

0.4

In brief, we are talking about a very small
group of very high level people (like the
President of the United States) who are
trying to control the entire country.

In brief

No Topic

Anger

0.6

In brief, we are talking about a very small
group of very high level people (like the
FBI, military, etc) who are trying to kill a
lot of people. The most likely targets are:
1) persons who commit murder..

I feel so

No topic

Sadness

I feel so sad for the girls that are still in high
school. I'm sure that they will be able to go
on to college without any problem.

I feel so

No topic

Sadness

0.4

I feel so bad for the kid that was killed. The
guy was a great guy. He was the best of his
age, he was just trying to do his thing.

Prior to this

Technology

Anticipation

0.6

Prior to this year, I had been a fan of the
band. But this year, after spending a few
days with them on the road, I'm really
excited to get my hands on their new album
’Sleeping With the Enemy’.

Prior to this

Technology

Anticipation

Prior to this year, I had been a fan of the
Nintendo Switch for over a year before it
was released, but I've been waiting on the
console to release and I’'m excited to finally
have it available to me.

To
summarise

Politics

Disgust

0.6

To summarise: the current system of
government is not designed for the economy
of large, complex economies, but is
designed to allow governments to do what
they like to do best and that is to abuse their
authority by abusing citizens.

To
summarise

Politics

Disgust

To summarise: the current system of tax
planning is flawed and needs reform. There
is a growing body of evidence that the
current taxation systems of many countries
are deeply unfair and distortive of economic
activity.

The pizza

No topic

Surprise

The pizza place is now open to the public!
The pizza place is now closed and we are no
longer accepting reservations.

The pizza

No topic

Surprise

0.4

The pizza place is now open to the public!
The pizza place is now closed and we are no
longer serving pizza! It is now open to the
public! The pizza place is closed.

More
importantly

Legal

Trust

0.6

More importantly, they’re going to be
getting a lot of free food. That will be the
most important thing. You don’t want to
give them anything they don’t need.
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More
importantly

Legal Trust

More importantly, they’re doing it in
America, which is one of the greatest
bastions of free speech in the world.
The First Amendment protects freedom of
assembly and expression.

B Examples Generated by AffectL.M

Prompt Topic

Emotion

Knob

Text

There Exists NA Anxious

3

there exists in the world . oh i bet . we think
. oh yeah . oh you 're worried about it . yeah
fear factor . yeah . yeah .

There Exists NA Anxious

there exists . you worry death factor death
death factor factor fear factor factor fear
factor fear factor fear factor fear factor

The NA
President

Anxious

the president of the country . yeah . i live in
a small town . mhm . and we have to keep
’em . oh that ’s great . and i don’t know i
can i can just imagine how you know if you
know you ’re just gonna have to have you
know .

The NA
President

Anxious

the president of the country that ’s in the in
the middle east . oh yeah . and the terrorist
attack is being in the united states . uhhuh .
and ah uh .

Once upon NA Positive

once upon a time to get around the airport
. 1’d be willing to do that . okay . i would
say that i went to the airport a lot and i was
fortunate in the early seventies and

Once upon NA Positive

once upon a time . i think you have to do it
for two hours . yeah it ’s it ’s easy it s good
and it ’s it ’s wonderful . it is it is it ’s very
important too .

The Pizza NA Positive

the pizza . mhm . oh the pizza . oh okay
. 1 don’t know if you know where you ’re
coming from but yeah it ’s not it ’s not that
familiar with the world .

The Pizza NA Positive

the pizza . yeah . yeah so i guess it ’s a nice
place to eat at home . yeah yeah i have a
sister in law that ’s out here .

To review NA Anger

to review the ah . the the religious israeli

mhm . ah the religious leaders of the
country uh . and ah . ah we have ah um .
uh .

To review NA Anger

to review the whole thing . yeah . well . you
know we haven’t had anything to do with it .
at that point of september us we don’t want
to be in the war and you know i hate to say
that we ’re going to fight it you know .
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In brief

NA

Anger

in brief like in a situation like that i think
it would be a a a a a a a not a threat to the
united states but i think it should be that way

In brief

NA

Anger

in brief fight . i hate hate hate hate hate
hate hate hate hate hate kill hate fighting kill
mass mass destruction i hate hate hate hate
hate hate hate hate hate hate hell .

I feel so

NA

Sadness

i feel so bad for you . yeah yeahi 'mi’m
i ’m not i 'm not going to be able to get
around it i 'm not going to stop . yeah . i
know . oh you know it ’s it ’s so weird

I feel so

NA

Sadness

1 feel so bad because . i don’t know i think
if you ’re lying . um . i 11 guess i have some
feelings about holidays and family as well
because i 'm i 'm a little bit more cautious
about that .

Views on

NA

Sadness

views on things . i don’t know i think i think
someone that ’s losing their feelings from
the poor end of the world you know .

Views on

NA

Sadness

views on losing feelings feelings in feelings
feelings feelings about feelings feelings
about gossip . gossip hurts hurt feelings
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