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Abstract

Sketch comedy and crosstalk are two popu-
lar types of comedy. They can relieve peo-
ple’s stress and thus benefit their mental health,
especially when performances and scripts are
high-quality. However, writing a script is
time-consuming and its quality is difficult
to achieve. In order to minimise the time
and effort needed for producing an excellent
script, we explore ways of predicting the audi-
ence’s response from the comedy scripts. For
this task, we present a corpus of annotated
scripts from popular television entertainment
programmes in recent years. Annotations in-
clude a) text classification labels, indicating
which actor’s lines made the studio audience
laugh; b) information extraction labels, i.e. the
text spans that made the audience laughed im-
mediately after the performers said them. The
corpus will also be useful for dialogue systems
and discourse analysis, since our annotations
are based on entire scripts. In addition, we
evaluate different baseline algorithms. Experi-
mental results demonstrate that BERT models
can achieve the best predictions among all the
baseline methods. Furthermore, we conduct
an error analysis and investigate predictions
across scripts with different styles.!

1 Introduction

Comedy plays a major role in people’s lives in
that it relieves stress and anxiety (Williams et al.,
2005; Saritag et al., 2019). There are two popular
types of comedy: sketch comedy and crosstalk. A
sketch comedy usually presents a short story and is
performed by multiple comedians in various short

* The research was conducted during non-working time.
The idea of this research was inspired by a discussion with
my friend about an entertainment TV programme in which
the comedians mentioned the difficulties of producing a high-
quality script.

'The corpus and source code can be freely down-
loaded from https://github.com/createmomo/
supporting-comedy-writers
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scenes; while in a crosstalk performance, which is
similar to a talk show, there are usually two per-
formers telling humorous stories behind a desk.
Although these two types of comedy are different,
both of them are performed based on scripts. A
script breaks down a story into pieces along with
the details that describe which performer should
take what action or say which lines at a specific
point (Blake, 2014). Therefore, the quality of the
script is critical and it directly influences whether
the audience enjoys the performance.

However, it is difficult for script writers to en-
sure a high-quality comedy script and be produc-
tive. Firstly, writers have to assess if audiences
will react as expected, in particular laughing at spe-
cific points. It is necessary to rehearse multiple
times to continuously improve the script, which is
time-consuming and can be costly. Secondly, to de-
velop laughter triggers, writers need to identify the
potential points from the script where there are pos-
sibilities for performers to use funny body moves,
tone or tell amusing stories to make the audience
laugh. Thirdly, the more times a script is publicly
performed, the less laughter it can bring, since the
audience have become too familiar with it. Thus,
it is essential for comedy writers to explore new
laughter triggers constantly.

Since natural language processing (NLP) has
been widely and successfully applied to a num-
ber of fields (Carrera-Ruvalcaba et al., 2019; Rao
and McMahan, 2019), we investigate how NLP
methods can support comedy writers to produce
high-quality scripts more efficiently. This paper
specifies this challenge as a new task, i.e. the pre-
diction of the audience’s response to sketch comedy
and crosstalk scripts. To address this challenge, we
explore the use of two different NLP methodolo-
gies: 1) Text Classification: we predict whether or
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Label Actor’s Line

Source

U RADNE: BEONERTRE, EWRREE, BTk aE—i .

Xiaobao SONG: My life motto is to have a sleep where you’ve fallen.

fili*% (An Incident-Faking Extortionist)
Joyful Comedians (Season 1), 2015

U GR/NEE: FATAER VR IRURL B B X AR T

Xiaofei ZHANG: The trousers I wash might be the ones you hide your secret purse.

SEWRLEZNT (Happy Niu Families® Village)
JSTV Chinese New Year Gala, 2019

Vs RIS, (REFIFEHZ—T, FERREER .

Teng SHEN: Please recall exactly what happened. I really did not hit you.

AR (Help Her Up or Not)
CCTV Chinese New Year Gala, 2014

Table 1: Text classification annotation examples taken from different comedies in our corpus. In the Label column,
1 and 0 indicate whether or not this line makes audiences laugh respectively; In the Action Line column, we present
the performer’s names and their lines; The Source column indicates the title of the comedy and the venue where it

is performed.

Actor’s Line with Annotations

Source

B{EY: XFRE R RERRREFRIR . (BT ILFRZE)

Ling JIA: With this decoration style, your house seems to be incredibly big. (The living room is almost empty)

i AH5% (Idler’s Blind Date)
Ace VS Ace (Season 4), 2019

&l AR, NEFRBATHRESRE -
Yunpeng YUE: No way! Our policy is no refund.

J—MWAIZ N (Unusual Love)
Joyful Comedians (Season 2), 2016

Bk B (Fvkaeaesi BT X0R)
Bing JIA: Okay. (He duly closes his eyes)

BRI E (Manager JIA’s Presentation)
Legend of Laughter (Season 1), 2017

Table 2: Information extraction annotation examples taken from different comedies in our corpus. In the first
column, we highlight the text spans that trigger laughs from audiences. Note that, we also collected the performer’s
moves (e.g., “duly closes his eyes” in the third example).

not an actor’s lines”> can make audiences laugh. In
other words, we formulate the task of predicting as
a binary text classification problem. 2) Information
Extraction: we predict the text spans from an ac-
tor’s lines indicating the specific words that trigger
an audience’s laughter.

Contributions Firstly, we introduce a Chinese
corpus of annotated comedy scripts collected from
popular TV entertainment programmes. Our anno-
tations include both text classification and informa-
tion extraction labels. Tables 1 and 2 present anno-
tation examples. The corpus can be used to build
an intelligent system to benefit the script writing
for comedy writers. It may also be useful for dia-
logue system research and discourse analysis. Sec-
ondly, we evaluate a number of NLP methods and
the results demonstrate that BERT models (Devlin
et al., 2019) are able to achieve the best prediction
performance among all methods. We also further
conduct an error analysis which may be useful for
further improving the performance. Lastly, we ex-
perimentally show that our corpus can also be used
to predict laughter triggers for scripts which have
very different styles compared to training data.

2 Related Work

Our work is closely related to humour detec-
tion, which has been widely studied for many
years in natural language processing. Mihalcea
and Strapparava (2006); Yang et al. (2015); Chen

2The lines are from the dialogue of a comedy performance.
Each line consists of an actor’s name and the sentences this
actor speaks in performance.
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and Soo (2018); Blinov et al. (2019) investigated
if a text fragment is a one-liner.> Zhang and Liu
(2014); Ortega-Bueno et al. (2018); Chiruzzo et al.
(2019) explored the humour classification task on
tweets. Castro et al. (2018) collected humour values
and funniness scores of Spanish tweets by using
crowdsourcing. Chiruzzo et al. (2019) proposed a
regression task that predicts the humour score for
a tweet. Li et al. (2020) collected Chinese Inter-
net slang expressions and combined them with a
humor detecting method to analyse the sentiment
of Weibo* posts. It should be noted that the exam-
ples in all of the corpora used or constructed in the
above-mentioned studies are independent of each
other. Since our corpus is based on entire scripts,
the annotated lines and text spans might also bene-
fit the researchers who are interested in modelling
long-context-aware algorithms to understand hu-
mour. Apart from the studies on short text frag-
ments, Bertero (2019) and Hasan et al. (2019) cre-
ated corpora from television (TV) sitcoms such as
The Big Bang Theory’ and TED talks® respectively.
Their goal is to predict whether or not a sequence
of texts will trigger immediate laughter. Yang et al.
(2015); Zhang et al. (2019) extracted the key words
such as sing, sign language and pretty handy from
jokes, which are similar to our information extrac-
tion annotations.

3A one-liner is a joke that is delivered in a single line
which only contains a few words.

*Weibo is a Chinese micro-blogging website similar to
Twitter: https://www.weibo.com/

Shttps://the-big-bang-theory.com/

*https://www.ted.com/talks
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3 Corpus

3.1 Data Collection

Source Selection In order to ensure the high-
quality of scripts, we carefully selected thirty per-
formances (the total duration is approximately
473 minutes), including both sketch comedies and
crosstalks, of which the leading roles are famous
Chinese comedians. These performances were
played on well-known Chinese TV entertainment
programmes such as Chinese New Year Gala and
Ace VS Ace’. Since there were many people in
the audience present for the recording of these per-
formances, the annotators can judge whether the
audience laughed based on the performance videos.
Please refer to the appendix for the full list of per-
formances which gives details of their titles, lead-
ing comedians and sources. Lastly, we manually
typed up actors’ lines for each performance and
completed thirty scripts. Although there may be
differences between our scripts and the real scripts
used by comedians in terms of format or content,
we assume that our scripts contain the key infor-
mation about the real scripts, i.e., the actors’ lines.
Therefore the corpus can be useful for the develop-
ment of intelligence-assistant comedy script writ-
ing systems.

Diversity We also took the comedy style into
consideration. In order to ensure the diversity and
its balance: a) The performances were selected
from three main different types of sources® as
shown in Table 3, including the topic descriptions
of selected performances. It can be observed that
the corpus has a wide range of topics. b) As a pre-
liminary study, we selected six popular Chinese
comedians who have various and distinctive styles,
and we chose five representative performances of
each comedian.

Corpus Statistic Table 4 illustrates the statistics
and Figure 1 shows the laughter rates of each script.
The highest line-level and character-level rates are

"https://es.wikipedia.org/wiki/Ace_vs_
Ace

8The three sources are: Chinese New Year Galas—the
annual televised Chinese New Year celebrations which are the
most viewed TV shows in China. The shows consist of various
performances including sketch comedies and crosstalks; Real-
ity Shows—the programmes that show the unscripted actions
of participants such as playing games and talking. We selected
the shows in which comedians were involved; Comedy Com-
petition Shows—the programmes where different comedians
present their comedy performances to a studio audience and
the winners are selected based on the audience’s votes.
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Source Topics
Chinese New - Love stories and blind dates between old people;

Year Galas - Reflecting social phenomena to call for a better society (e.g. avoid
judging people by their appearances, do not spoil children, care
more about lonely seniors, the woman builds a good relationship
with her mother-in-law, spend more time with children, be wary
of scams);

- Funny family stories during spring festival;

Reality - Stories happened in ancient times;
Shows - Stories about young people (e.g. encounter ex-boyfriends or
ex-girlfriends, relationships between best friends, blind dates);
- Reflecting social phenomena to call for a better society (e.g. give
seats to vulnerable people);
Comedy - Love stories;
Competition - Hot topics (e.g. support the COVID-19 frontline fighters);
Shows - Funny stories that happened among friends and in families;

- Reflecting social phenomena to call for a better society (e.g. be
wary of scams, care more about orphans in orphanage);

Table 3: Topics of the selected comedies.

Statistics Value

# of Comedy Scripts 30

Year Range 2014—2020
Total Duration 473.44 mins
Average Duration 15.78 mins
# of Actors’ Lines 6087
Laughter Rate (Line-Level) 28.62%

# of Characters 120451
Laughter Rate (Character-Level) 8.16%

Table 4: Corpus statistics. # of Actors’ Lines and Char-
acters correspond to the total number of lines and char-
acters in our corpus respectively. Laughter Rate is the
rate of lines/characters that trigger laughter.
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Figure 1: Each script’s laughter rate in our corpus.

45.39% and 13.12%, while the lowest rates are
16.03% and 3.49%. We note that the character-
level laughter rates vary in different scripts. This
may be due to density of laughter triggers of a line
or the topic of the script.

3.2 Annotation

The annotation was completed on Doccano plat-
form (Nakayama et al., 2018) and the annotators
are two native Chinese speakers. The annotations
were produced based on the studio audiences’ re-
sponses as observed in the videos, and are not based
on the annotators’ responses.

Annotation Instruction Annotating text classi-
fication labels is easy; annotators are requested to
simply assigned label / to the lines that make au-
diences laugh, and O to the others. With regard to
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the information extraction annotations, annotators
are requested to identify text spans which are usu-
ally phrases. The span consists of the words that
immediately made the audience laugh after the co-
medians said them. For example, as indicated in Ta-
ble 2, the span incredibly big was annotated. In this
case, only annotating big would be considered as
an incorrect annotation, because the comedian was
using incredibly to strongly emphasise big which
was her first impression of a man’s house in a blind
date. Only annotating incredibly would also be in-
correct, because the main reason why the audience
laughed was because the comedian said the house
looked big.’

Annotation Process The annotation process was
as follows: Firstly, the annotators conducted discus-
sions about the conflicting annotations after several
attempts to annotate the same three scripts. Sec-
ondly, once agreements about how to solve the
conflicts had been reached, they started to anno-
tate their assigned scripts. Afterwards, since in-
formation extraction annotation is more complex
than that of classification annotations, we mea-
sured its quality by computing three types of inter-
annotator agreement. We asked the annotators to
annotate the same six scripts having different styles
and then calculated the Overall Percent Agree-
ment (OPA), Fleiss’s kappa (Fleiss, 1971) and Ran-
dolph’s kappa (Randolph, 2005). We found that the
agreement rates were high (OPA 98.09%, Fleiss’s
Kappa 0.85, Randolph’s Kappa 0.96). This is due
to the fact that the discussions about solving con-
flicts were in-depth and the laughter triggers were
usually clear in the lines.

4 Baselines and Results Discussion

In order to understand how well the machine learn-
ing methods work on our corpus, we evaluate the
performances of a number of models on 5-fold
cross-validation random splits of the scripts in our
corpus and report the average results in this sec-
tion.!® All the BERT models were pre-trained by
using a mixture of large Chinese corpora.!! Please

°The house is actually small. Since there is almost no
furniture in the house, the comedian said it looked big.

"Model implementations were adapted
from https://github.com/649453932/

Chinese-Text-Classification-Pytorch,https:

//github.com/luopeixiang/named_entity__
recognition and Zhao et al. (2019).

UMore details are listed in https://github.com/
dbiir/UER-py/wiki/Modelzoo.
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Model P R F Acc.

CNN (Kim, 2014) 4253 64.14 51.07 66.29
RCNN (Lai et al., 2015) 4121 68.52 50.89 63.54
BiLSTM (Liu et al., 2016) 41.17 57.13 47.66 65.69
+ Attention (Zhou et al., 2016) 39.97 5991 4744 6394
FastText (Joulin et al., 2017) 40.61 66.26 50.12 63.72
DPCNN (Johnson and Zhang, 2017) 42.46 63.25 50.76 66.32
Transformer (Vaswani et al., 2017) 42.60 6471 5124 66.18
BERT-tiny (Jiao et al., 2019) 47.56 5338 4891 66.21
BERT-small (Turc et al., 2019) 4729 5621 5121 70.78

BERT-base (Devlin et al., 2019) 47.60 56.64 51.61 70.94

Table 5: Text classification performance. P, R, F and
Acc. are Precision, Recall, F1-score and Accuracy re-
spectively.

Model P R F

HMM (Rabiner and Juang, 1986) 22.19 743 11.04
CRF (Lafferty et al., 2001) 2856 6.11 10.01
BiLSTM (Huang et al., 2015) 3121 1.64  3.09
BiLSTM-CRF (Lample et al., 2016) 30.33 9.81 14.48
BERT-tiny (Jiao et al., 2019) 2626 19.89 22.57
BERT-small (Turc et al., 2019) 28.82 17.52 21.56
BERT-base (Devlin et al., 2019) 30.15 2147 24.59

Table 6: Information extraction performance. Relaxed
metrics are used. The exact-match metric is over-strict
because the length of text spans in this corpus is much
longer than general named entities. The computation
of these metrics can be found in (Nguyen et al., 2017).

refer to the appendix for the results of each fold,
statistics of splits, computing infrastructure, each
model’s running time, parameter details and hyper-
parameter settings.

Baselines Tables 5 and 6 respectively present the
results of text classification and information extrac-
tion. BERT-base has the best F1-scores among all
the methods. We also note that the classification re-
call of RCNN (Lai et al., 2015) is much higher than
other methods. Therefore, we suggest using this
model if users prefer a classifier with a high recall.
In addition, we observe that the scores are not high,
especially for the information extraction task. The
reason may be if the audience laughter highly de-
pends on the conversation contexts which were not
considered by baselines. Therefore, taking a longer
conversation context of a line into consideration is
a worthy research direction.

Prediction Errors Tables 7 and 8 present exam-
ples incorrectly predicted by the BERT-base. The
first 3 examples describe how the model failed to
predict the laughter triggers, while the last 3 exam-
ples show false positive predictions. Incorporating
the context information of lines may further reduce
these errors.

Cross-Style Performance We further investi-
gate the performance of predicting laughter triggers
on scripts with a totally different style compared to
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Translati
(Thunder, Rain)

Yunpeng YUE: Today, to start with something new, I
will present a monologue comic talk.

(Li MA falls down right after she comes on stage)
Courier: (Phone) Yeah, the door opens.

Xiaofei ZHANG: Oops! Think quick quick quick. Oh
no! What can I do? I'm in a dilemma. Clean it quickly.

Actor’s Line

(FR~ TH)

&AM AR AT,
BARK BB RO -
(S 35 EE )

TREBEF: () W, JF T -
SN IO, bR Ay
WF, XEAFF, fLREE
I3 4545, BEET, B
EHEBTER T, BETS
%F.

o

£

o

SIS

o

Huan HE: It’s my fault, grandpa. I’ll never lie again. My
mistake, grandpa.

Table 7: Examples of incorrect classifications taken
from different comedies in our corpus. G and P are
Gold and Predicted labels, respectively.

Actor’s Line Translation

FUK: X EFHRABGIERILLE Bing JIA: I can’t guarantee if I am still [able to read
TIARAFH] - this] now.

My IR AREREIM - Yuepeng YUE: Huh? When did you come?

Vilg: EH TR NER T, B Teng SHEN: Walking is not fast enough, I have to
B/RT - run to escape this.

isEr: (BETIRAN - Courier: [The one who is good at free combat].
SN WU, SR EF AT Xiaofei ZHANG: Well, this is a white lie. But the
. AAELE, ZITtAL[{#E problem is, I don’t know how [to pretend]!

P

A AN, RG] 2

Huan HE: Eh? [Who are] you [looking for]?

Table 8: Examples of incomplete and incorrect ex-
tractions taken from different comedies in our corpus.
Characters in bold and located in [ ] are the gold anno-
tations and predicted results respectively.

the styles in the training data. Firstly, since the six
comedians in the corpus have distinctive comedy
styles, we split the entire corpus into a 6-fold cross-
validation manner. The comedies in each fold are
performed by the same leading comedian. Sec-
ondly, we train baseline models on five of the folds
and evaluate the performance on the remaining fold.
Tables 9 and 10 present the average results and the
full results are available in the appendix. The re-
sults demonstrate that the laughter triggers can be
detected even though the styles in the training data
are very different compared to the testing data.

5 Conclusion and Future Work

We study the prediction of laughter triggers from
comedy scripts by using text classification and in-
formation extraction methods. Firstly, we intro-
duce a corpus including high-quality and annotated
sketch comedy and crosstalk scripts. Secondly, we
evaluate a number of baselines and find that BERT
models achieve the best performance. We note
that the information extraction performance was
very low, indicating that this task is particularly
challenging. We also conduct an error analysis of
incorrect predictions. The errors suggest the incor-
poration of rich context information may further
improve the performance. Therefore, it is worth
investigating a model which can take such infor-
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Model P R F Acc.
CNN (Kim, 2014) 4275 65.69 51.63 65.04
RCNN (Lai et al., 2015) 4232 7126 5232 62.79
BIiLSTM (Liu et al., 2016) 41.35 60.76 48.81 63.71
+ Attention (Zhou et al., 2016) 43.20 5376 47.57 66.55
FastText (Joulin et al., 2017) 40.86 6743 50.70 62.62
DPCNN (Johnson and Zhang, 2017) 41.26 66.82 50.42 62.44
Transformer (Vaswani et al., 2017) 41.57 70.15 51.92 63.06
BERT-tiny (Jiao et al., 2019) 43.01 56.76 48.69 66.23
BERT-small (Turc et al., 2019) 4495 5559 49.09 67.38
BERT-base (Devlin et al., 2019) 4728 58.13 51.72 69.39

Table 9: Cross-style text classification performance.

Model P R F

HMM (Rabiner and Juang, 1986) 19.79 7.52 10.68
CREF (Lafferty et al., 2001) 2529 5.03 835
BiLSTM (Huang et al., 2015) 29.05 290 523
BiLSTM-CRF (Lample et al., 2016) 30.72 8.77 12.56
BERT-tiny (Jiao et al., 2019) 2630 19.20 22.14
BERT-small (Turc et al., 2019) 2493 2731 25.12
BERT-base (Devlin et al., 2019) 24.64 31.65 26.51

Table 10: Cross-style information extraction perfor-
mance.

mation into consideration. Furthermore, it is also
worth extending the corpus to a multimodal one by
aligning scripts to corresponding audios or videos,
because certain intonations or scenes can also make
audiences laugh. The multimodal corpus can also
benefit the creation of silent comedy. Enriching the
corpus by including scripts in other languages may
also be a potential direction. Lastly, the encourag-
ing cross-style prediction performance shows the
usefulness of our corpus for predicting new scripts
with different styles.

Moreover, it is also interesting to explore human
performances by asking annotators to make pre-
dictions based purely on the scripts of unwatched
comedies, and to investigate if the script writers
find the model predictions insightful.

We hope this study will benefit script writing
by inspiring the community to develop intelligent
systems for comedy writers and other artists in
the field. The corpus might also be useful for re-
searchers who are working on related or similar
tasks, such as discourse analysis and humorous
response generation for dialogue systems.
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A Appendices

A.1 Computing Resources

Table 11 describes the details of the computing
resources used for all of our experiments. These

resources are freely available from Paperspace'?.

A.2 Model Details

Below we present model hyper-parameter val-
es'3 and the average running time of one epoch.

Phttps://www.paperspace.com/
3The size of model’s trainable parameters can be found in
original papers.
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Name Description

CPU 8 vCPUs, 30GB RAM
GPU NVIDIA Quadro P5000

Graphics Card, 16GB
Processor Intel Xeon

Clock Speed 2.60 GHz

Table 11: Details of computing resources.

A.2.1 Text Classification Models

CNN (Kim, 2014) Dropout = 0.5, Number of
Epochs = 20, Batch Size = 128, Learning Rate =
0.001, Number of Filters = 256, Filter Sizes =2,3,4,
Average Running Time = Ss.

RCNN (Lai et al., 2015) Dropout = 1.0, Number
of Epochs = 10, Batch Size = 128, Learning Rate
=0.001, Hidden Size = 256, Number of Layers =
1, Average Running Time = 5s.

BiLSTM (Liu et al., 2016) Dropout = 0.5, Num-
ber of Epochs = 10, Batch Size = 128, Learning
Rate = 0.001, Hidden Size = 128, Number of Lay-
ers = 2, Average Running Time = 5.4s.

+ Attention (Zhou et al., 2016) Dropout = 0.5,
Number of Epochs = 10, Batch Size = 128, Learn-
ing Rate = 0.001, Hidden Size = 128 and 64 respec-
tively, Number of Layers = 2, Average Running
Time = 5.74s.

FastText (Joulin et al., 2017) Dropout = 0.5,
Number of Epochs = 20, Batch Size = 128, Learn-
ing Rate = 0.001, Hidden Size = 256, Average
Running Time = 22.5s.

DPCNN (Johnson and Zhang, 2017) Dropout
= 0.5, Number of Epochs = 20, Batch Size = 128,
Learning Rate = 0.001, Number of Filter = 250,
Average Running Time = 5s.

Transformer (Vaswani et al., 2017) Dropout =
0.5, Number of Epochs = 20, Batch Size = 128,
Learning Rate = 0.0005, Number of Head = 5,
Number of Encoder = 2, Average Running Time =
6.528s.

BERT-tiny (Jiao et al., 2019) Dropout = 0.1,
Number of Epoch = 20, Batch Size = 64, Learning
Rate = 0.00002, Size of Embedding = 384, Feed-
forward Size = 1536, Hidden Size = 384, Number
of Head = 6, Number of Layer = 3, Average Run-
ning Time = 20.63s.
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BERT-small (Turc et al., 2019) Dropout = 0.5,
Number of Epoch = 20, Batch Size = 64, Learning
Rate = 0.00002, Size of Embedding = 512, Feed-
forward Size = 2048, Hidden Size = 512, Number
of Head = 8, Number of Layer = 6, Average Run-
ning Time = 36.65.

BERT-base (Devlin et al., 2019) Dropout =0.1,
Number of Epoch = 10, Batch Size = 64, Learning
Rate = 0.00002, Size of Embedding = 768, Feed-
forward Size = 3072, Hidden Size = 768, Number
of Head = 12, Number of Layer = 12, Average
Running Time = 99s.

A.2.2 Information Extraction Models

HMM (Rabiner and Juang, 1986) Uniform
Distribution for Initialisation, Average Total Run-
ning Time = 8.47s.

CRF (Lafferty et al., 2001) LBFGS algorithm,
¢l =0.1, c2 = 0.1, Max Iteration = 100, Average
Total Running Time = 11.72s.

BiLSTM (Huang et al., 2015) Number of
Epoch = 30, Batch Size = 64, Learning Rate =
0.001, Size of Embedding = 128, Hidden Size =
128, Average Running Time = 8.43s.

BiLSTM-CRF (Lample et al.,, 2016) Number
of Epoch = 30, Batch Size = 64, Learning Rate =
0.001, Size of Embedding = 128, Hidden Size =
128, Average Running Time = 9.35s.

BERT Models We use the same hyper-parameter
settings as used in the text classification models
with the exception of Batch Size = 16. The average
running time of BERT-tiny, BERT-small and BERT-
base for information extraction are 34.00s, 55.73s,
and 120s respectively.

A.3 Details of Baseline Experiments

Table 12 shows the statistics of each fold.

Text Classification Information Extraction

Fold

#of Lines Total # of Characters Total
0 277/685 962 1666/20010 21676
1 290/854 1144 1703/19354 21057
2 285/789 1074 1666/19609 21275
3 358/909 1267 2251/23535 25786
4 459/1181 1640 2632/28025 30657

Table 12: Statistics of each fold in the baseline exper-
iments. The number before slash indicates how many
actor’s lines or characters that make the audience laugh.
The number after slash indicates the number of lines or
characters without causing audiences laugh.



Model Fold-0  Fold-1 Fold-2 Fold-3 Fold-4 Average Text Classification Information Extraction

CNN 4264 4043 4261 4227 4468 4253 Comedian #of Lines Total # of Characters Total
e O purO A A SO Xiaobao SONG  315/815 1150  2001/20366 22367
+1l\ttention %‘9'53 38l93 41'75 37'62 42‘01 39'97 Yuepeng YUE 436/1547 1983 2362/25579 27941
p FastText 3037 4464 3696 4112 4098 4061 Ling JIA 195/501 696 1135/14414 15549
DPCNN 4244 4167 4173 4186  44.61 42.46 Xiaofei ZHANG 190/495 685 1056/15946 17002
Transformer  46.67  38.17 4243  42.08  43.66 42.60 Teng SHEN 166/350 516 1071/13143 14214
BERT-iny 4226  42.05 4462 5443 5443  47.56 Bing JIA 367/690 1057 2203/21085 23378
BERTsmall 4474 4613 4602 5235 4722  47.29
BERT-base  45.65 4773 4266  53.03 4891  47.60 o . .
CNN 7004 6302 6070 6648 5948 6414 Table 15: Statistics of the scripts performed by specific
RCNN 6606 7008 59.65 8603 6078  68.52 . .
BiLSTM 5126 6515 5895 5670 5359  57.13 leading comedians.
+Attention 5523 6591  58.60  75.14 4466  59.91
R FastText 6823 5682 7158 6341 7124 6626
DPCNN 67.87 6250 6105 6536 5948  63.25
Transformer ~ 60.65 6970 6491 6229 6601  64.71 .
BERT-iny 6209 41.03  59.65 4972 5443 5338 A.5 Full List of Selected Comedy
BERTsmall 5993 4724 6281 5922 5185 5621
BERTbase 6245 5060 5509 6117 5381  56.64 Performances
CNN 5301 4956 5007 5168 5103 51.07 .
RCNN 5244 4953 5060 5020 5167 50.89 Tables 18 and 19 show the full list of performances
BIiLSTM 4710 4784 4780 4839 4717  47.66 . . .
+Attention 46,08 4895 4876  50.14 4329 4744 1n our corpus with details.
P FostText 4993 5000 4875 4989 5203  50.12
DPCNN 5222 5000 4957 5104 5098 5076
Transformer — 52.75 49.33 51.32 50.23 52.56 51.24
BERT-tiny 5029  41.54 5105 5197 4972 4891
BERT-small 5123 4668 5312 5557 4943 5121
BERTbase 5274 4916 4809 5681 5124 5161
CNN 6424 6641 6788 6488 6805 6620
RCNN 6549 6318  69.09 SI78  68.17  63.54
BIiLSTM 66.84 6338 6583 6582 6640  65.65
+Attention 6279 6455 6732 5177 6726  63.94
4 FastText 60.60 7070 6006 6401 6323  63.72
DPCNN 6424 6177 6704 6456 6799 6632

Transformer  68.71 63.09 67.32 65.11 66.65 66.18
BERT-tiny 64.66 70.72 69.65 74.03 51.97 66.21
BERT-small ~ 67.15 72.64 70.58 73.24 70.30 70.78
BERT-base 67.78 73.43 68.44 73.72 71.34 70.94

Table 13: Each fold’s text classification baseline exper-
iments and their overall average performance. P, R, F
and A are Precision, Recall, F1-score and Accuracy
respectively.

Tables 13 and 14 describe the detailed perfor-
mance of text classification and information extrac-
tion baseline experiments.

Model Fold-0 Fold-1 Fold-2 Fold-3 Fold-4 Average
HMM 18.26 21.15 26.37 19.46 25.70 22.19
CRF 2462  30.86 3417 2333 29.83 28.56
BILSTM 2625  37.14 2600 3731 29.35 31.21
P BIiLSTM-CRF 3050 2443 3246 29.71 34.56 30.33
BERT-tiny 27.64 23.98 28.89 26.73 24.08 26.26
BERT-small 31.71 24.12 30.83 28.04 29.38 28.82
BERT-base 36.23 28.16 26.56 30.88 28.93 30.15
HMM 7.19 9.64 7.38 5.93 7.02 7.43
CRF 6.49 5.49 6.32 6.47 5.76 6.11
BILSTM 224 1.23 0.55 247 1.70 1.64
R BiLSTM-CRF 16.76 8.00 9.25 6.30 8.73 9.81
BERT-tiny 17.37 19.54 20.96 22.46 19.10 19.89
BERT-small 16.90 19.22 16.26 21.35 13.86 17.52
BERT-base 21.62 21.19 27.17 21.02 16.35 21.47
HMM 10.32 13.24 11.53 9.09 11.03 11.04
CRF 10.27 9.33 10.67 10.13 9.65 10.01
BILSTM 4.13 2.37 1.08 4.63 322 3.09
F BILSTM-CRF  21.63 12.05 14.40 10.39 13.94 14.48
BERT-tiny 21.33 21.53 24.30 24.41 21.30 22.57
BERT-small 22.05 21.40 21.29 24.24 18.83 21.56
BERT-base 26.01 24.18 26.86 25.02 20.89 24.59

Table 14: Each fold’s information extraction baseline
experiments and their overall average performance.

A.4 Details of Cross-Style Experiments

Table 15 shows the statistics of the scripts per-
formed by specific leading comedians. Tables 16
and 17 present the prediction results.
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Model 0 1 2 3 4 5 Average
CNN 41.99 40.00 41.85 39.67 45.70 47.29  42.75
BIiLSTM 38.17 42.18 39.35 3626 4526 4690 41.35
+ Attention  42.70 38.16 45.06 38.49 48.02 46.78 43.20
RCNN 46.93 44.01 36.36 37.23 46.26 43.10 42.32
FastText 41.88 37.99 36.64 37.81 4524 4557 40.86

P DPCNN 42.01 4221 36.03 3525 4533 46.71 41.26
Transformer 41.97 36.32 36.94 4130 46.50 46.41 41.57
BERT-tiny 40.73 37.41 4238 40.81 4530 5140 43.01
BERT-small 39.08 39.67 42.97 4840 43.22 56.38 4495
BERT-base 42.50 44.40 42.73 48.68 48.05 57.31 47.28
CNN 61.59 51.38 69.74 66.48 80.61 64.31 65.69
BiLSTM 51.75 47.02 62.56 70.33 75.15 57.77 60.76
+ Attention  36.19 55.05 53.85 53.30 58.79 6540 53.76
RCNN 55.87 51.38 82.05 75.27 78.79 84.20 71.26

R FastText 62.22 5550 73.85 66.48 80.61 6594 67.43
DPCNN 60.95 47.25 7538 74.18 79.39 63.76 66.82
Transformer 62.22 62.39 84.10 66.48 80.61 65.12 70.15
BERT-tiny 67.62 47.71 58.46 47.89 63.86 55.04 56.76
BERT-small 61.90 4450 56.41 47.89 71.08 51.77 55.59
BERT-base 64.76 47.25 49.74 5842 74.10 54.50 58.13
CNN 4994 4498 5231 49.69 58.33 5450 51.63
BiLSTM 4394 4447 4832 4785 5649 51.77 48.81
+ Attention  39.18 45.07 49.07 4470 52.86 54.55 47.57
RCNN 51.01 47.41 5039 49.82 5830 57.01 52.32

F FastText 50.06 45.11 4898 48.21 5795 5390 50.70
DPCNN 49.74 4459 4876 4779 57.71 5392 5042
Transformer 50.13 4591 51.33 5095 58.98 5420 5192
BERT-tiny  50.84 41.94 49.14 44.07 53.00 53.16 48.69
BERT-small 4791 41.95 4878 48.15 53.76 53.98 49.09
BERT-base 51.32 45.78 4597 53.11 58.29 5587 51.72
CNN 66.17 7237 6437 61.72 62.89 62.72 65.04
BiLSTM 63.83 74.18 6250 56.41 6270 62.63 63.71
+ Attention  69.22 70.50 68.68 62.50 66.21 62.16 66.55
RCNN 70.61 7494 5474 56.87 63.67 5591 62.79

A FastText 66.00 70.30 5690 59.38 62.30 60.83 62.62

DPCNN 66.26 74.18 55.60 5391 62.50 62.16 62.44
Transformer 66.09 67.68 5532 63.59 63.87 61.78 63.06
BERT-tiny 64.17 7095 66.09 66.28 63.57 6632 66.23
BERT-small 63.13 72.92 66.81 71.39 60.66 69.35 67.38
BERT-base  66.35 75.39 67.24 71.39 65.89 70.10 69.39

Table 16: Performance of text classification in predicting the scripts performed by specific leading comedians
(0: Xiaobao SONG, I: Yuepeng YUE, 2: Ling JIA, 3: Xiaofei ZHANG, 4: Teng SHEN, §5: Bing JIA).

Model 0 1 2 3 4 5 Average
HMM 21.67 19.47 22.03 16.69 14.61 2425 19.79
CRF 2272 20.54 39.79 2143 18.28 28.96 25.29
BILSTM 26.32 2148 31.70 24.53 32.39 37.89 29.05

P BiLSTM-CRF 26.32 23.35 33.08 31.86 25.71 44.02 30.72
BERT-tiny 2443 21.87 29.61 2637 27.19 2832 2630
BERT-small 2393 20.19 26.01 23.85 22.80 32.81 24.93
BERT-base 2048 19.10 23.74 2441 26.58 3351 24.64

HMM 691 626 696 950 879 6.68 7.52
CRF 5.80 487 747 441 313 448 5.03
BILSTM 440 217 240 220 371 249 2.90

R BiLSTM-CRF 7.64 14.06 17.52 730 320 290 8.77
BERT-tiny 16.88 19.89 2226 19.15 19.06 1798 19.20
BERT-small 22.63 31.31 29.31 32.78 3242 1539 2731
BERT-base 39.61 36.43 35.25 32.01 28.64 17.95 31.65

HMM 10.48 9.48 10.58 12.11 1097 1047 10.68
CRF 924 787 1259 731 534 1776 8.35
BILSTM 7.60 394 446 404 6.65 4.67 5.23

F BiLSTM-CRF 11.87 17.55 2290 11.88 570 544 12.56
BERT-tiny 19.97 20.83 2542 2219 2241 22.00 22.14
BERT-small 2326 24.55 27.56 27.61 26.77 2095 25.12
BERT-base 27.00 25.06 28.37 27.70 27.57 2337 26.51

Table 17: Performance of information extraction in predicting the scripts performed by specific leading comedians.
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Performance

Title Translation Comedians Source Translation
FRAER Help Her Up or Not Teng SHEN etc. R CCTV Chinese New Year Gala
fill % An Incident-Faking Extortionist Xiaobao SONG etc. WRERIANGE—2) Joyful Comedians (Season 1)
— R E Heaven or Hell? Teng SHEN etc. VR ERIACGE—2) Joyful Comedians (Season 1)
4l [ % We Are Pure Besties Teng SHEN etc. VR ERIACGE—Z) Joyful Comedians (Season 1)
DEON Judge By Appearances Xiaobao SONG etc. LT IALER LNTV Chinese New Year Gala
[E B/ 2% Story of My Bestie - Pregnancy Xiaofei ZHANG etc. ERIPEHFER(EE—Z)  Comedy Class of Spring (Season 1)
E— I Z S Unusual Love Yunpeng YUE and Yue Sun ¥R ERIACGE %) Joyful Comedians (Season 2)
Bty eI Select Imperial Concubine Xiaobao SONG etc. FRE FRRE—Z) Ace VS Ace (Season 1)
BEHKX Violent Teenagers Xiaofei ZHANG etc. VR ERIACGE=2) Joyful Comedians (Season 3)

RIS KA Z K Ex-boyfriend and Ex-girlfriend Xiaofei ZHANG etc. ERPEMBEREE"Z) Comedy Class of Spring (Season 2)
VIR SR Z L fF  Escapted Sisters - Repay a Debt Ling JIA etc. ERIPENFER(GEZZF) Comedy Class of Spring (Season 2)
NEHEZILE  Give Up Seats on a Bus Ling JIA etc. HRIPEAER(E"Z) Comedy Class of Spring (Season 2)

TS Manager JIA’s Presentation Bing JIA etc. EEEHFE ) Lengend of Laughter (Season 1)
—WTTH A Bowl of Yuanxiao Xiaofei ZHANG etc. 1 DAICH E /K% Mango TV Lantern Festival Party
R Blind Date with Me If You Are Not Sincere Xiaobao SONG etc. LT DAER LNTV Chinese New Year Gala

I Learn Driving Bing JIA etc. JANE CCTV Chinese New Year Gala
EAEES Love Back Home Bing JIA etc. 7 DA Tomato TV Chinese New Year Gala

SEREAFAT Happy Niu Families’ Village Xiaofei ZHANG etc. VL DARE JSTV Chinese New Year Gala
ESE A Something About Love Yunpeng YUE and Yue Sun i1 T AL LNTV Chinese New Year Gala
LGRS Idler’s Blind Date Ling JIA etc. TR ERECGR4ZE) Ace VS Ace (Season 4)

e Not Know Whether to Laugh or Cry Ling JIA etc. JARFRE CCTV Chinese New Year Gala
S Grab The Best Seat In The Classroom for My Children Teng SHEN etc. JAN B CCTV Chinese New Year Gala
TRIERK T Arrogant You Yunpeng YUE and Yue Sun %< /7 DHLEHE Tomato TV Chinese New Year Gala
YAV Express Delivery for COVID-19 Frontline Fighters Bing JIA etc. VR ERINCGE/SZ) Joyful Comedians (Season 6)
K5¥ Father and Son Bing JIA etc. LT AR LNTV Chinese New Year Gala
FEkiE Guess Riddles Yunpeng YUE and Yue Sun i1 T L& LNTV Chinese New Year Gala
MR ZRAZ S Not Easy to Say Love You Xiaobao SONG etc. LR LA B SDTV-1 Chinese New Year Gala
HEVENR Funny Stories in Life Yunpeng YUE and Yue Sun AL CCTV Chinese New Year Gala
LT, Husband’s Mother Ling JIA etc. JANE CCTV Chinese New Year Gala
Eit Go Through The Motions Teng SHEN etc. JANE CCTV Chinese New Year Gala

Table 18: Full list of the selected comedy performances with their titles, leading comedians and source.

l’erfoTli'Zleance Translation Year D(‘:;;::;n Number of Lines L(&Elii:f;re‘l:;e Number of Characters ( CIl;z:agilte:r-Rlitveel)
AR Help Her Up or Not 2014 1475 114 44.74% 3411 10.29%
Tt An Incident-Faking Extortionist 2015 16.07 202 23.27% 3902 8.69%
— AR Heaven or Hell? 2015 10.92 55 32.73% 1518 9.55%
4l We Are Pure Besties 2015 113 85 35.29% 2468 7.86%
DE1ION Judge By Appearances 2015 12.87 220 31.36% 3919 9.72%
E2% /MR Z % Story of My Bestie - Pregnancy 2015 8.5 81 33.33% 1894 7.44%
JE—MAIZE  Unusual Love 2016 41.68 317 27.76% 4836 10.36%
By TRl Select Imperial Concubine 2016 12.62 141 21.28% 2522 9.79%
BEHKX Violent Teenagers 2017 12.67 190 20% 4768 4.8%
R REIZK  Ex-boyfriend and Ex-girlfriend 2017 10.43 106 19.81% 2723 3.49%
HIHGR 28R Escapted Sisters - Repay a Debt 2017 12.27 135 25.19% 2894 6.91%
AZHEZILEE  Give Up Seats on a Bus 2017 9.28 95 42.11% 1795 10.53%
FUBHIEVE Manager JIA’s Presentation 2017 235 228 36.4% 5319 9.64%
—WiTH A Bowl of Yuanxiao 2018 17.58 177 31.07% 4465 7.57%
JEWA IR Blind Date with Me If You Are Not Sincere 2018 313 357 35.29% 7854 10.06%
HE Learn Driving 2018 14.83 165 30.3% 3306 9.5%
PAEES Love Back Home 2019 1531 152 45.39% 3738 12.79%
FEAEFFNT Happy Niu Families’ Village 2019 12.18 131 31.7% 3152 8.03%
KT ZNH Something About Love 2019  21.83 590 21.53% 8044 7.91%
RS Idler’s Blind Date 2019 8.77 101 18.81% 1946 5.4%
W5 Not Know Whether to Laugh or Cry 2019 17.72 178 24.72% 4726 5.99%
LT Grab The Best Seat In The Classroom for My Children 2019 14 140 29.29% 3786 6.15%
RIEM T Arrogant You 2020 12.65 241 29.88% 3797 13.12%
1y i Express Delivery for COVID-19 Frontline Fighters 2020 15.43 195 24.1% 4672 7.3%
RLEF Father and Son 2020 23.33 317 37.22% 6343 10.2%
FikiE Guess Riddles 2020 194 523 18.93% 7142 7.24%
FHYZR RS Not Easy to Say Love You 2020 12.53 230 18.7% 4170 5.85%
ERET IR Funny Stories in Life 2020 11.5 312 16.03% 4122 5.09%
UGG Husband’s Mother 2020 16.42 187 31.02% 4188 8.55%
ER Go Through The Motions 2020 118 122 21.31% 3031 4.88%

Table 19: Full list of the selected comedy performances with their titles, years, duration, number of lines/characters

and laughter rate at line/character-level.
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