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Abstract

This work is devoted to semantic role labeling (SRL) task in Russian. We in-
vestigate the role of transfer learning strategies between English FrameNet and
Russian FrameBank corpora. We perform experiments with embeddings ob-
tained from various types of multilingual language models, including BERT,
XLM-R, MUSE, and LASER. For evaluation, we use a Russian FrameBank
dataset. As source data for transfer learning, we experimented with the full
version of FrameNet and the reduced dataset with a smaller number of seman-
tic roles identical to FrameBank. Evaluation results demonstrate that BERT
embeddings show the best transfer capabilities. The model with pretraining on
the reduced English SRL data and fine-tuning on the Russian SRL data show
macro-averaged F1-measure of 79.8%, which is above our baseline of 78.4%.

Keywords: Semantic Role Labeling, Transfer learning, Word embeddings,
Deep Learning, FrameNet, FrameBank

1. Introduction

Semantic Role Labeling (SRL) is one of the most critical tasks in natural language processing (Palmer
et al., 2010; Solovyev and Ivanov, 2016). The SRL aims to identify the situation a given sentence
describes, find sentence constituents expressing the participants of this situation, and identify the roles
the participants play.

Recent advances in multilingual neural network models offer new opportunities to improve SRL
(Arkhipov et al., 2019; Okamura et al., 2018; Subburathinam et al., 2019). In this work, we take the
task a step further from existing monolingual research (Shelmanov and Devyatkin, 2017; Larionov et al.,
2019) by exploring multilingual transfer between semantic roles labeled datasets in different languages.
Our goal is not to outperform state of the art models, but to ask whether we can transfer knowledge from
a high-resource language, such as English, to a low-resource one, e.g., Russian, for SRL. In this work,
we seek to answer the following research questions: RQ1: Will transfer learning (TL) help improve the
results? RQ2: How the quality change if the roles in the training and target corpora will be the same?
RQ3: Which multilingual pre-trained models are most effective for an SRL task?

We conducted experiments on two datasets: a database of Russian lexical constructions FrameBank
and an English large-scale semantic database FrameNet. We consider four modern multilingual language
models: BERT (Devlin et al., 2019), XLM-R (Conneau and Lample, 2019), MUSE (Lample et al., 2017),
LASER (Artetxe and Schwenk, 2019). To our knowledge, this is the first work exploring the interlingual
transfer ability for SRL in Russian.

2. Related Work

Various approaches have been proposed for the SRL task in English. Gildea and Jurafsky proposed
the statistical classifiers with various lexical and syntactic features combined with knowledge of the
predicate verb, noun, or adjective and the prior probabilities of multiple combinations of semantic roles
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(Gildea and Jurafsky, 2002). The classifier was tested on the FrameNet corpus. The developed system
performed 82% accuracy in identifying the semantic role of pre-segmented constituents and 63% of F-
measure on simultaneously segmenting constituents and identifying their semantic role task. Pradhan et
al. proposed the SRL system based on the Support Vector Machine classifier (Pradhan et al., 2005). The
authors applied a new set of features, including dependency parses features extracted with a combination
of Minipar syntactic parse, a chunked syntactic representation, and Charniak parses. The model with
a single Charniak parser performed 83.7% of F-measure. A combination of syntactic parsers improved
the results on 1,5% of F-measure. Collobert et al. proposed a simple multi-layer neural network that
takes as an input the words decoded into a feature vector, by a lookup table operation (Collobert et al.,
2011). However, their best system fell short of previous feature-based systems. The modern works apply
complicated neural network architectures. He et al. introduced deep highway BiLSTM architecture with
constrained decoding (He et al., 2017). The network achieved 83.2% of F-measure on the CoNLL 2005
test set and 83.4 of F-measure on CoNLL 2012 datasets.

The development of the Fremebank corpus led to the growth of studies devoted to SRL for the Rus-
sian language. Kuznetsov (2013) proposed a baseline system for SRL in Russian . The system consists of
the following parts: text preprocessing module (morphological analysis, lemmatization, syntactic analy-
sis), data enrichment module (mapping text segments annotation to syntax tree nodes), training module
(feature extraction, classification, optimization). The system with verbs form, predicate lemmas, and
syntactic features obtained 76.1% of F-measure. Adding a combination of semantic and syntactic fea-
tures increased the results to 76.4% of F-measure. Shelmanov and Devyatkin (2017) applied two neural
networks for SRL on the FrameBank corpus. The first neural network model has the simple architec-
ture that acquires all features of an argument: sparse and dense, as a single vector and propagates them
through three dense layers. The second complex neural network has the same types of layers. How-
ever, the first layer is split into several chunks: a chunk for categorical features, a chunk for an argument
embedding, and a chunk for a predicate embedding. The categorical features include various morpholog-
ical, the relative position of an argument in a sentence, predicate lemma, the preposition of an argument,
and the name of a syntax link from argument to its parent features. The authors investigated the ability
to learn a model for labeling arguments of “known” and “unknown” predicates that are present and not
present in a training set, respectively. The complex neural network achieved 82.3% of micro F-score on
“known” predicates and 66.7% on “unknown” predicates and outperformed the simple network on 6.2%
and 34.8%, respectively. Larionov et al. (2019) evaluated various pretrained language models, including,
word2vec, fasttext, ELMo, BERT, RuBERT. For “known” predicates, the ELMo-based model performed
the highest micro F-measure (83.42%), and the RuBERT model outperformed other models in terms of
macro F-measure (80.12%). For ‘unknown” predicates, ELMo performed the highest metrics both for
macro and micro F-measures (37.64% and 55.50%, respectively). A recent study applied a frame-based
approach for predicting sentiment attibutes towards named entities in political news (Rusnachenko et al.,
2019; Loukachevitch and Rusnachenko, 2020).

To sum up, machine learning approaches with contextual embeddings have a high potential for the
SRL task. More recently, multilingual embeddings have been used to achieve state-of-the-art perfor-
mance on many NLP tasks such as named entity recognition and classification (Devlin et al., 2019;
Conneau and Lample, 2019; Artetxe and Schwenk, 2019; Miftahutdinov et al., 2020). The goal of
this study is to investigate cross-lingual transfer methods for SRL that exploit resources from existing
high-resource language, i.e. English, and fine-tuning on Russian data.

3. Datasets

In this section, we describe two datasets for SRL in Russian and in English. Transfer learning aims
to solve the problem on a “target” dataset using knowledge learned from a “source” dataset. We use
the English FrameNet dataset (Baker et al., 1998) as source data and the Russian FrameBank dataset
(Lyashevskaya and Kashkin, 2015; Lyashevskaya, 2012) as target data. We study two setups for the
source side: (i) FULL data and (ii) REDUCED data setup that we describe in Section 3.3.
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3.1. FrameBank

FrameBank' (Lyashevskaya and Kashkin, 2015; Lyashevskaya, 2012) is a database that consists of a
dictionary of Russian lexical constructions and an annotated corpus of their realizations in contemporary
written texts. In the dictionary, each verb or other predicate word is followed by a list of constructions in
which it serves as a target word. Construction is a morphosyntactic template, where some elements are
fixed lexical units, and some are variable slots. A typical construction describes the argument structure
of a verb. It consists of the one fixed element, representing the verb and one or more variable slots, rep-
resenting arguments of this verb. Less frequent constructions are ones describing the argument structure
of other parts of speech (POS) and complex idiomatic phrases.
Description of construction elements includes:

o the syntactic rank (Subject, Object, Predicate, Peripheral, Clause);

o the morphosyntactic features (POS, case, and preposition marking);

o the semantic role (Agent, Patient, Instrument, Theme, etc.);

o the lexical-semantic class (person, animal, building, abstract entity, etc.).

The annotated corpus consists of construction realization examples in the Russian National Corpus.
Each example is linked to the construction it instantiates, and the parts of the example sentence are linked
to the construction slots. These parts are annotated by their actual syntactic and morphological features,
which can be different from the features, prescribed by the corresponding construction.

The publicly available version of FrameBank contains 16123 constructions for 1589 target words,
realized by 52737 annotation sets.

3.2. FrameNet

FrameNet? (Baker et al., 1998) is a large-scale semantic resource, organized as a network of frames. A
frame is a description of an abstract situation and its participants, called frame elements. For example,
the frame elements of the Commerce_buy frame are Buyer, Goods, Seller, etc. Frames are interlinked
by several relation types, including inheritance, perspective on, subframes, etc. For example, the Com-
merce_buy frame and its frame elements inherit from the Getting frame, and its Recipient, Theme, Source
frame elements, respectively. A frame is associated with lexical units, i.e., disambiguated words, evoking
this frame. For example, the Commerce_buy frame is evoked by “buy” and “purchase” lexical units.

In FrameNet, the network of frames is complemented by the corpus of annotated sentences. In each
sentence, one word (typically, a verb) is a lexical unit, evoking a frame, and other sentence constituents
express elements of this frame. For example, in the “John bought a car from Mary” sentence, “bought”
is a lexical unit, evoking the Commerce_buy frame, while “John”, “a car” and “Mary” express Buyer,
Goods, Seller frame elements, respectively.

The currents version of FrameNet contains 1224 frames, evoked by 13676 lexical units and 202970
annotation sets.

3.3. Linking of FrameNet roles to FrameBank

Concerning the SRL task, there are several significant differences between FrameNet and FrameBank.
First, in FrameNet, the frames are defined as generalized language-independent situations, while any
FrameBank construction is defined for a particular target word. Second, FrameNet frame elements are
defined locally for each particular frame (for example, the Commercial_transaction frame defines the
roles of the buyer, seller, good, etc., and the Theft frame defines the roles of perpetrator, victim, good,
etc.). In contrast, FrameBank roles are defined globally for all constructions (for example, the construc-
tion for the word kupit ‘to buy’ and for the word ukrast ‘to steal’ use the roles from the same globally
defined pool: agent, patient, theme, etc.).

"https://github.com/olesar/FrameBank
“https://framenet.icsi.berkeley.edu/
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To mitigate these differences in the FrameNet, we study two setups for the source side. First, for
the FULL setup, we use the entire FrameNet data as a starting point to train a neural model for SRL.
We used lexical units as predicates, words annotated in corpus with frame element as arguments, and
frame element’s name as roles. Second, for the REDUCED setup, we left examples with roles present
in the FrameBank corpus. To identify matching roles, we took the translation of roles provided in the
FrameBank corpus. The final REDUCED FrameNet corpus includes a total of 86951 examples and 19
roles. For each annotated corpus, we created all possible pairs of predicate and argument and obtained
505 940 samples.

4. Experiments and Evaluation

In this section, we describe the model architecture, pretrained language models, and results of experi-
ments.

4.1. Model

We implemented the neural network proposed in (Larionov et al., 2019). The network contains three
input layers for the embedding of an argument, the embedding of a predicate and feature embeddings,
and sparse categorical features. The input data fed separately to dense and batch normalization layers.
Concatenated outputs of the first layer are fed to dense, batch normalization and dropout layers. The last
output dense layer with a softmax activation function makes a classification.

The model takes as an input following features:

e Various morphological characteristics of both an argument and a predicate (case, valency, verb form,
etc.);

Relative position of an argument in a sentence concerning a predicate.

Preposition of an argument extracted from a syntax tree (including a complex preposition as a single
string);

Name of a syntactic link that connects an argument token to its parent in the syntax tree;

Argument and predicate lemmas.

We used a maximum of 50 and 15 epochs to train the model on FrameNet and FrameBank, re-
spectively. For both corpora, we utilized the batch size of 32 and Adam optimizer. We applied the
implementation of the model from this repository>.

4.2. Pretrained Language Models

We consider four modern multilingual language models: BERT (Devlin et al., 2019), XLM-R (Conneau
and Lample, 2019), MUSE (Lample et al., 2017), LASER (Artetxe and Schwenk, 2019). For arguments
and predicates consisting of several words, we used averaged vectors. Further, we provide a detailed
description of each model.

BERT (Bidirectional Encoder Representations from Transformers) is a recent neural network model
for NLP presented by Google (Devlin et al., 2019). BERT is based on bidirectional attention-based
Transformer architecture (Vaswani et al., 2017). In particular, we applied BERT},, ., Multilingual Cased
(Multi-BERT), which is pretrained on 104 languages and has 12 heads, 12 layers, 768 hidden units per
layer, and a total of 110M parameters. For each predicate and argument, we use the BERT output layer
to obtain embeddings without using context in sentences. Besides, we obtained contextualized vectors,
when the whole sentence was fed to the input of the network (BERT-context).

XLM-R improves the multilingual BERT model by incorporating a cross-lingual task of translation
language modeling, which performs masked language modeling on a concatenation of parallel bilingual
sentence pairs (Ruder et al., 2019). The model is also based on Transformer architecture (Vaswani et al.,

3https://github.com/IINemo/isanlp_srl_framebank
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2017). We applied the XLLM-R Masked Language Model, which is pretrained on 2.5 TB of Common-
Crawl data, in 100 languages, with 8 heads, 6 layers, 1024 hidden units per layer.

MUSE (Multilingual Unsupervised and Supervised Embeddings) is a sentence encoding model si-
multaneously trained on multiple tasks and multiple languages able to create a single embedding space
to 30 languages (Lample et al., 2017). The vectors obtained with fastText library (Bojanowski et al.,
2017) pretrained on texts from Wikipedia. The length of the obtained vectors is 300.

LASER (Language-Agnostic SEntence Representations) is a library to calculate and use multi-
lingual sentence embeddings (Artetxe and Schwenk, 2019). LASER is based on encoder-decoder ar-
chitecture proposed in (Schwenk, 2018). The model was trained on Wikipedia texts and Billions of
High-Quality Parallel Sentences on the WEB in 93 languages. The length of the obtained vectors is
1024.

4.3. Corpora preprocessing

For FrameBank corpus, we made the same text processing as in (Larionov et al., 2019). We filtered the
dataset keeping only predicates with at least 10 examples and dropped infrequent roles, for which the
dataset contains less than 180 samples. The final corpus version contains 52,751 examples for 44 unique
semantic roles.

To obtain features the following linguistic processing steps were performed:

e tokenization and sentence splitting with NLTK library (Schneider and Wooters, 2017);
e lemmatization, POS-tagging, and morphological analysis with MyStem library (Segalovich, 2003);

e syntax parsing via UDPipe parser (Straka and Strakova, 2017) with model trained on SynTagRus
(Nivre et al., 2008).

These steps are implemented using a publicly available IsaNLP library*.

4.4. Results

We compare all models in terms of macro-averaged precision (P), recall (R), and F1-measure (F). Train-
ing and testing sets of FrameBank are adopted from (Larionov et al., 2019) for a fair comparison. The
results of multilingual models as well as state-of-the-art RuBERT model from (Larionov et al., 2019) are
presented in Table 1. RUBERT is the Russian Cased BERT pretrained on the Russian part of Wikipedia
and news data (Kuratov and Arkhipov, 2019); it has 12 heads, 12 layers, 768 hidden units per layer, and
a total of 180M parameters; Multi-BERT was used for initialization, while the vocabulary of Russian
subtokens was built on the training dataset.

There are several conclusions to be drawn based on the results in Table 1. First, the models with
BERT-context and XLLM-R embeddings show the best results among non-pretrained models in terms of
F-measure (78.4% and 78.3%, respectively). The model with BERT-context embeddings achieves the
highest precision (82.8%), while the model with XLLM-R demonstrates the highest recall (76.5%). The
model with BERT-based embeddings for individual words shows lower scores than the BERT-context
model, where sentences were used to obtain embeddings.

Second, the pretraining on FULL FrameNet improves results for all models except model with XLLM-
R embeddings. The model achieves the best improvement with BERT embeddings (+2.1%). The model
with BERT-context embeddings obtains the best results in terms of recall (83.2%) and F-measure (79.0%)
among models pre-trained on full FrameNet corpus. Pretraining on full FrameNet led to an increase in
recall metrics for all models on 2.8-8.6%, while the precision metric reduced on 4.6-7.4%.

Third, for the REDUCED setup, the lower number of training examples from FrameNet improves
the results for the model with BERT-context embeddings only (+0.8% of F-measure). The precision of
the model with BERT-context embedding improves on 6%, while recall reduces on 4.8% compared to a
model trained on full FrameNet corpus.

*https://github.com/IINemo/isanlp
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Model P R F
BERT, Multilingual (Larionov et al., 2019) - - 757
RuBERT, Russian (Larionov et al., 2019) - - .801
Without pretraining on FrameNet
BERT .820 .739 .766
BERT-context 828 746 784
XLM-R 815 765 783
MUSE 818 733 172
LASER 811 .720 762
Pretrained on the Full FrameNet
BERT .768 .808 787
BERT-context 754 832 .790
XLM-R .759 793 773
MUSE 72 782 777
LASER 756 774 764
Pretrained on Reduced FrameNet
BERT 766 .805 784
BERT-context 814 784 .798
XLM-R .739 793 762
MUSE 736 784 758
LASER 747 .786 764

Table 1: The model performance results.

To sum up, our results demonstrate that models, pretrained on the FULL version of FrameNet and
fine-tuned on FrameBank, obtain higher recall and F-measure scores; from the other side, pretraining on
English data for SRL decreases precision. The reducing number of FrameNet examples improves results
for the model with BERT-context embeddings only.

5. Conclusion

We contribute to the transfer learning research by providing a first study on the effectiveness of exploiting
English SRL data to boost Russian SRL performance. We study two setups for the source FrameBank
dataset. Our experiments with several multilingual embeddings on the FrameBank dataset show that
pretraining on the English FrameNet yield improvement for BERT-, LASER-, and MUSE-based models.
Among four models, the model with BERT-based contextualized embeddings obtains the best macro-
averaged Fl-measure of 79.8%. We have demonstrated that it is beneficial to have the same set of roles
in both corpora to order to boost the semantic role labeling performance.

We are currently working on the integration of FrameBank into the Linguistic Linked Open Data
(LLOD) cloud (Cimiano et al., 2020; McCrae et al., 2016). According to our project, FrameBank will be
interlinked with: 1) the LLOD representation of FrameNet (Rospocher et al., 2019); 2) other linguistic
resources from the LLOD cloud, such as WordNet (McCrae et al., 2014), BabelNet (Ehrmann et al.,
2014) and RuThes Cloud (Kirillovich et al., 2017; Galieva et al., 2017); and 3) extralingual Linked Open
Data resources, including DBpedia (Lehmann et al., 2015).

After that, we are going to retrain our model based on the newly obtained links. We hypothesize that
these links can improve the accuracy of SRL against the baseline obtained in the presented paper.
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