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Abstract

In Chinese dependency parsing, the joint model of word segmentation, POS tagging and depen-
dency parsing has become the mainstream framework because it can eliminate error propagation
and share knowledge, where the transition-based model with feature templates maintains the
best performance. Recently, the graph-based joint model (Yan et al., 2019) on word segmenta-
tion and dependency parsing has achieved better performance, demonstrating the advantages of
the graph-based models. However, this work can not provide POS information for downstream
tasks, and the POS tagging task was proved to be helpful to the dependency parsing accord-
ing to the research of the transition-based model. Therefore, we propose a graph-based joint
model for Chinese word segmentation, POS tagging and dependency parsing. We designed a
charater-level POS tagging task, and then train it jointly with the model of Yan et al. (2019). We
adopt two methods of joint POS tagging task, one is by sharing parameters, the other is by using
tag attention mechanism, which enables the three tasks to better share intermediate information
and improve each other’s performance. The experimental results on the Penn Chinese treebank
(CTBS5) show that our proposed joint model improved by 0.38% on dependency parsing than
the model of Yan et al. (2019). Compared with the best transition-based joint model, our model
improved by 0.18%, 0.35% and 5.99% respectively in terms of word segmentation, POS tagging
and dependency parsing.

1 Introduction

Chinese word segmentation, part-of-speech (POS) tagging and dependency parsing are three fundamen-
tal tasks for Chinese natural language processing, whose accuracy obviously affects downstream tasks
such as semantic comprehension, machine translation and question-answering. The traditional method
is usually following pipline way: word segmentation, POS tagging and dependency parsing. However,
there are two problems of the pipline way, one is error propagation:incorrect word segmentation directly
affects POS tagging and dependency parsing, another is information sharing: the tree tasks are strongly
related, the label information of one task can help others, but the pipline way cannot exploit the correla-
tions among the three tasks.

Using joint model for Chinese word segmentation, POS tagging and dependency parsing is a solution
to these two problems. The previous joint models (Hatori et al., 2012; Zhang et al., 2014; Kurita et al.,
2017) mainly adopted a transition-based framework to integrate the three tasks. Based on the standard
sequential shift-reduce transitions, they design some extra actions for word segmentation and POS tag-
ging. Although these transition-based models maintained the best performance of word segmentation,
POS tagging and dependency parsing, its local decision problem led to the low precision of long-distance
dependency parsing, which limited the precision of dependency parsing.

Different from the transition-based framework, the graph-based framework has the ability to make
global decisions. Before the advent of neural network, the graph-based framework was rarely applied
to the joint model due to its large decoding space to calculate. With the development of neural network

©2020 China National Conference on Computational Linguistics
Published under Creative Commons Attribution 4.0 International License

Proceedings of the 19th China National Conference on Computational Linguistics, pages 820-830,
Hainan, China, October 30 - Novermber 1, 2020. (c¢) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China



Computational Linguistics

ROOT

Dependencies and
dependency type tags

o2 " E H# o JF oo 2= W
@ @ @ @ @ @ Segmentation tags

(W] [NN] [NN] fw [w]  [w] [w] [33][33] [W] [W] POS tags

The security council decided to hold secret meeting

Figure 1: An example of a character-level dependency tree

technology, the graph-based method for dependency parsing improves rapidly and comes back into re-
searchers’ vision. Yan et al. (2019) firstly proposed a graph-based unified model for joint Chinese word
segmentation and dependency parsing with neural network and attention mechanism, which is superior
to the best transition-based joint model in terms of word segmentation and dependency parsing. This
work without POS tagging task shows that dependency parsing task is beneficial to Chinese word seg-
mentation.

Chinese word segmentation, POS tagging and dependency parsing are three highly correlated tasks
and can improve each other’s performance. Dependency parsing is beneficial to word segmentation
and POS tagging, while word segmentation and POS tagging are also helpful to dependency parsing,
which has been demonstrated by considerable work on the existing transition-based joint model of three
tasks. We consider that joint POS tagging task can further improve the performance of dependency
parsing. In addition, it makes sense of the model to provide POS information for downstream tasks.
For these reasons, this paper proposes a graph-based joint model for word segmentation, POS tagging
and dependency parsing. First, we design a character-level POS tagging task, and then combine it with
a graph-based joint model for word segmentation and dependency parsing(Yan et al., 2019). As for
the joint approach, this paper proposes two ways, one is to combine the two tasks by hard sharing
parameters(Baxter, 1997) and the other is combine the two tasks by introducing tag attention mechanism
in the shared parameter layer. Finally, we analyze our proposed models on the Chinese treebank (CTBS5)
dataset.

2 The Proposed Model

In this section, we introduce our proposed graph-based joint model for Chinese word segmentation, POS
tagging and dependency parsing. Through the joint POS tagging task, we explore the joint learning
method among multiple tasks and seek for a better joint model to improve the performance of Chinese
dependency parsing further.

2.1 Character-level Chinese Word Segmentation and Denpendency Parsing

This paper refers to Yan et al. (2019)’s approach of combining word segmentation and dependency
parsing into a character-level dependency parsing task. Firstly, we transform the word segmentation task
to a special arc prediction problem between characters. Specifically, we treat each word as a dependency
subtree, and the last character of the word is the root node, and for other characters, the next character is
its head node. For example, the root node of the dependency subtree of the word “F55” is “#%”, and the
head node of the character “Fi” is “%”, which constitutes an intra-word dependency arc of “Fh«— %"
To distinguish it from the dependencies between words, a special dependency label “Append(A)” was
added to represent the dependencies between characters within a word. We use the last character in each
word (the root node of the dependency subtree) as a representation of this word, and the dependency
between words can be replaced by the dependency between last characters of each word. For example,
the dependency relationship “Z ¥ £« J%E” is transformed into “% < i€”. Figure 1 shows an example
of CTBS5 dataset being converted to a character-level dependency tree.

Proceedings of the 19th China National Conference on Computational Linguistics, pages 820-830,
Hainan, China, October 30 - Novermber 1, 2020. (c¢) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China



Computational Linguistics

POS tag Dependency arc Dependency label
prediction prediction prediction
multi-task prediction 7] ppos Biaffinec Biaffinelabel
1 1 1 1
Contextual character embeddings
o c3 ¢ — e
R =
(Shared parameter) \ C% 7777777777 C% 7777777777 C% 77777777777777777 C 31 ‘
. A 1 1 ., . R
L Be ) C3 ™ Cn |
-fo o f-----o P s $----
Character embedding eq e, e3 e
t t t t
X1 X2 X3 Xn

Figure 2: A joint model of segmentation, POS tagging and dependency parsing with parameter sharing

2.2 Character-level POS Tagging

In order to transform the POS tagging into a character-level task, this paper adopts the following rules to
convert the POS tag of words into POS tag of each character: the POS tag of each character is the POS
tag of the word it is in. In predicting word’s POS tag, it is represented by the POS tag of last character
of the word. For example, if the predicted POS tag sequence of the word “Z ¥ % is “NN, VV, NN”,
then the POS tag “NN” of the last character “Z5” is taken as the POS tag prediction result of the whole
word. It is important to note that a word’s POS tag is predicted correctly only if the word segmentation
is predicted correctly and the last charater’s POS tag is also predicted correctly.

2.3 Graph-based Joint Model for Word Segmentation, POS Tagging and Dependency Parsing

According to sections 2.1 and 2.2, after converting three tasks into two character-level tasks, we designed
a shared deep Bi-LSTM network to encode the input characters and obtain contextual character vectors.
As shown in figure 2, given the input sentence (character sequence) X = {x1, ..., 2, }. Firstly, vectorize
each character x; to get vector e;, which consists of two parts, one is pre-trained vector p; which is fixed
during training, and the other is randomly initializing embeddings s; which can be adjusted in training.
Element-wise adds the pre-trained and random embeddings as the final input characters’ embedding e;,
that is e; = p; + s;. Then we feed the characters’ embedding into multi-layer Bi-LSTM network, and
get each character’s contextual representation C' = {cy, ..., cp }.

— — —
& = LSTM(e;, @1, 0): & = LSTM(es,Cis1, 0): i =@l & & (1)

After the contextual character vectors are obtained, the character-level POS tagging and dependency
parsing are carried out respectively. We adopted the graph-based framework to analyze the character-
level dependency parsing task. By taking each character as a node on the graph, and taking the possibility
of forming a dependency relationship between characters as a probability directed edge between nodes
(from the head node points to the dependency node), we can define dependency parsing as finding a
dependency tree with the highest probability that conforms to the dependency grammar on a directed
complete graph. The process of dependency parsing contains two subtasks: prediction of dependency
relationship and prediction of dependency relationship type.

Prediction of dependency relationship: We use x; <— x; to represent the dependency relation be-
tween x; as the dependency node and x; as the head node. After context encoding, each character obtains
a vector representation ¢;. Considering that each character has the possibility of being a dependency node
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and a head node, we use two vectors d;"“ and h{" to represent them respectively, and get them from c;
through two different MLP, as shown in formula(2).

d?rc MLPa’rc (CZ) harc MLPZTC (Cz) (2)

To calculate the probability s7; of x; < x;, we use biaffine attention mechanism proposed by Dozat
and Manning (2016).

8;]:77"0 — Biaﬁinearc(h?’r‘c’ d??”()) — h?T’CU(IT’Cd?T‘C + h‘C;T'CuaT'C (3)

where U is a matrix whose dimension is (d., d..), and the d.. is the dimension of vector ¢;, u* ¢ is a

bias vector. After we get the scores of all head nodes of the ¢-th character, we select the max score node
as its head.

arc arc arc arc

s = [syC, .., sC]y yi¢ = arg max(s{") )

Prediction of dependency relatoinship type: After obtaining the best predicted unlabeled depen-
dency tree, we calculate the label scores sﬁ?bel for each dependency relationship z; <— x;. In our joint
model, the arc labels set consists of the standard word-level dependency labels and a special label “A”
indicating the intra-dependency within a word. We also use two vectors déabel and hﬁ“bel to represent
them respectively, and get them from ¢; through two different MLP, and we use another biaffine attention
network to calculate the label scores sl“bd

dl@bel MLPlabel( ) hlabel MLP%bel(Ci) (5)

i?bel Blafﬁnelabel(hé'abel, diabel) _ héabel Ulabeldéabel + (hgabel ® déabel)vlabel +b (6)

where U%" is a tensor whose dimension is (k, d., d.), k is the number of dependency relationship
labels, and V'el’s dimension is (k,2d.), and b is a bias vector. The best label of the dependency
relationship z; < x; is:

yizzbel = arg max( label) (7
Prediction of POS tagging: We use multi-layer perceptron (MLP) to calculate the probability distri-
bution of the POS tag for each character.

sPOS = MLPTO%(¢;) (8)

The best POS tag of the character z; is
y O = argmax(s] 7%) ©)

Loss function for joint model: For the three tasks described above, we adopt cross-entropy loss for
all of them, and the results are denoted as LosSqyc, L05Sgep, L0SSpos respectively. The common way to
deal with the loss of multiple tasks is to add them together, but this way does not balance the loss of
each task. Therefore, we adopt the method proposed by Kendall et al. (2018), that is using uncertainty to
weigh losses for three tasks.

1
L) = 5 < L05Sarc + 5—L0554¢p + 52 ——L088pos + logdz, . + logégep + logépos (10)

arc dep pos
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Figure 3: A joint model of segmentation, POS tagging and dependency parsing with tag attention mech-
anism

2.4 Introduction of Tag Attention Mechanism

The above model joint the three tasks through sharing Bi-LSTM layers to encode the contextual char-
acter’s information. However, there is no explicit representation of the POS information in the shared
encoding layers, the POS tagging task cannot provide the predicted information for word segmentation
and dependency parsing. Therefore, we introduce the vector representation of the POS tag and propose
the tag attention mechanism (TAM) to integrate the POS information of contextual characters into the
vector representation of each character, so that the POS information of the contextual character can also
be used in the word segmentation and dependency parsing. This structure is similar to the hierarchically-
refined label attention network (LAN) proposed by Cui and Zhang (2019), but we use it to obtain POS
information of each layer for subsequent character-level dependency parsing tasks. LAN differs from
TAM in that LAN only predicts at the last layer while TAM predicts at each layer. We have tried to
predict only at the last layer, but the result of segmentation and dependency parsing is slightly lower than
predicting at each layer. The model is shown in figure 3.

Firstly, we vectorize the POS tags. Each POS tag is represented by a vector e!, and the represents of
the set of POS tags denoted as E* = {e!, ..., el }, which is randomly initialized before model training,
and then is adjusted during the model training. Then, we calculate the attention weight between the
contextual character vectors and POS tag vectors:

T
a = softmax( NGE ) (11)
ET = Attention(Q, K,V) = aV (12)
CT = LayerNorm(C + E™) (13)

where Q, K, V are matrices composed of a set of queries, keys and values. Weset Q = C, K =V =
E!. The i-th line of « represents the POS tag probability distribution of the i-th character of the sentence.
According to this probability distribution «, we calculate the representation of predicted POS tag of each
character of the sentence, and it is denoted as E+. The E7T is added to the contextual vectors C' as the
POS tag information. After layer normalization((Ba et al., 2016), we can obtain the character vectors
(CT) containing the POS information, and then take it as the input of the next Bi-LSTM layer. After
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the second layer of Bi-LSTM encoding, each character vector we get will contain every characters’ POS
information, which can be used by word segmentation and dependency parsing.

When the tag attention mechanism is applied, the i-th line of the calculated attention weight for each
layer is the POS tag distribution of the i-th character. Different from the prediction method of POS
tagging in previous model, we added the attention weights of all layers as the final POS tag distribution:

m
sPOS =3 o (14)
J

where, m is the number of layers. The prediction of POS tag is:

yFPO% = arg max(sP9%) (15)

7

For word segmentation and dependency parsing, we use the same approach as the previous model. For
the losses of three tasks, we also use the same way to calculate it as the previous model.

3 Experiment

3.1 Dataset and Evaluation Metrics

We conducted experiments on the Penn Chinese Treebank5 (CTB-5). We adopt the data splitting method
as same as previous works (Hatori et al., 2012; Kurita et al., 2017; Yan et al., 2019). The training set is
from section 1~270, 400~931 and 1001~1151, the development set is from section 301~325, and the
test set is from section 271~300. The statistical information of the data is shown in Table 1.

Dataset Sentence word character

Training 16k 494k 687k

Develop 352 6.8K 31k
Test 348 8.0k 81k

Table 1: The statistics of the dataset.

Following previous works (Jiang et al., 2008; Kurita et al., 2017; Yan et al., 2019), we use standard
measures of word-level F1 score to evaluate word segmentation, POS tagging and dependency parsing.
F1 score is calculated according to the precision P and the recall R as ' = 2PR/(P + R) (Jiang
et al., 2008). Dependency parsing task is evaluated with the unlabeled attachment scores excluding
punctuations. The output of POS tags and dependency arcs cannot be correct unless the corresponding
words are correctly segmented.

3.2 Model Configuration

We use the same Tencent’s pre-trained embeddings (Song et al., 2018) and configuration as Yan et al.
(2019), and the dimension of character vectors is 200. The dimension of POS tag vectors is also 200.
We use with 400 units for each Bi-LSTM layer and the layer numbers is 3. Dependency arc MLP output
size is 500 and the label MLP output size is 100.The dropout rates are all 0.33.

The models are trained with Adam algorithm (Kingma and Ba, 2014) to minimize the total loss of
the cross-entropy of arc predictions, label predictions and POS tag predictions, which using uncertainty
weights to combine losses. The initial learning rate is 0.002 annealed by multiplying a fix decay rate
0.75 when parsing performance stops increasing on development sets. To reduce the effects of “gradient
exploding”, we use gradient clip of 5.0 (Pascanu et al., 2013). All models are trained for 100 epochs.

3.3 Results

We conduct comparison of our models with other joint parsing models. The model shown in figure 2
is denoted as Ours and the model shown in figure 3 as Ours-TAM (with tag attention mechanism). The
comparison models include three types: one is the transition-based joint models with feature templates
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Model Framework SEG POS DEP

Hatori et al. (2012) Transition 97.75 94.33 81.56
Zhang et al. (2014) Transition 97.67 94.28 81.63
Kurita et al. (2017) Transition 98.24 94.49 80.15
Kurita et al. (2017)(4-gram) Transition 97.72 93.12 79.03
Kurita et al. (2017)(8-gram) Transition 97.70 93.37 79.38
Yan et al. (2019)° Graph 98.47 — 87.24
Ours Graph 98.34 94.60 87.91
Ours-TAM Graph 98.42 94.84 87.62

Table 2: Performance comparison of Chinese dependency parsing joint models.

(Hatori et al., 2012; Zhang et al., 2014; Kurita et al., 2017), the other is the transition-based joint models
with neural network (Kurita et al., 2017)(4-gram, 8-gram), and the third is the graph-based model with
neural network without POS tagging task (Yan et al., 2019). The results are shown in table 2 °.

From the table, we see that transition-based joint models using feature templates maintain the best
performance in word segmentation, POS tagging and dependency parsing for a long time. Although
Kurita et al. (2017)(4-gram, 8-gram) adopted the neural network approach, it still didn’t surpass the joint
model with feature templates. While, the graph-based joint model (Yan et al., 2019) obtained the better
performance in word segmentation and dependency parsing than all transition-based model.

Our models Ours and Ours-TAM exceeded Yan et al. (2019) 0.67 and 0.38 percentage points respec-
tively in dependency parsing, indicating that the POS tag information contributes to dependency parsing.
Although they are 0.13 and 0.05 percentage points lower than Yan et al. (2019) on word segmentation
task respectively, they still exceed the best transtion-based joint model with feature templates (Kurita et
al., 2017). Yan et al. (2019) does not have POS tagging task, but our models have, and its performance
exceeded that of the previous best joint model (Kurita et al., 2017) by 0.11 and 0.35 percentage points
respectively, indicating that after the introduction of POS tagging, other tasks such as dependency pars-
ing are also helpful for POS tagging task itself. Compared to the best transition-based joint model, our
model improves on all three tasks, indicating that the graph-based model using neural network is superior
to the transition-based model in word segmentation, POS tagging and dependency parsing.

3.4 Detailed Analysis
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Figure 4: Comparison of precision on different POS tag patterns before and after joint POS tagging task
Yan et al. later submitted an improved version (Yan et al., 2020), and the results of word segmentation and dependency

parsing reached 98.48 and 87.86, respectively.
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We will further investigate the reasons for the improvement of dependency parsing after the combina-
tion of POS tagging task. For a dependency relationship x; < x;, we use X < Y to represent its POS
dependency pattern, the X is the POS tag of z;, and the Y is the POS tag of x;. We calculated the dis-
tribution of Y for each X in training set and found that the probability between some X and Y was very
high. For example, when X was P(preposition), the distribution of Y was {VV(78.5%), DEG(5.1%),
wos NN(3.1%), ... }. In order to verify whether our models can use these POS informations in training
dataset, we calculated the accuracy of each POS dependency patterns in test dataset on our models and
the re-implemented model of Yan et al. (2019). The patterns on which the accuracy of our models are
better than Yan et al. (2019) are shown in left part of figure 4.

Table 3: Head POS distribution

Node POS Head POS distribution

DT NN849% VV7I75% DEG1.8% P1.3% M 1% NR 0.8%
P VV785% DEGS51% VA34% VE33% VC3.1% NN3.1%
ETC NN643% NR225% VV104% VA16% VEO02% VCO0.2%
CD M 64% NN20.6% VV6.7% CD27% DT1.6% DEGI1.2%
CC NN 589% VV205% NR79% NT23% VA21% M 1.9%

The X of these 5 patterns are {DT, P, ETC, CD, CC}, and the Y’s distributions of each X are shown
in the table 3. It is found that all 5 patterns select Y with the highest probability, indicating that our
model can fully utilize the POS informations to improve the accuracy of dependencies with these POS
dependency patterns.

P=NN: 3.1% = — = = —(OMODj— — — — —
P—VV: 785% | |
BEW mm W WS = WME T
) (W [p) R[] (W] (W] [

Ours, Ours-TAM, Gold — — — — Yan19

Figure 5: An example of POS information contributes to dependency parsing

As the example shown in the figure 5, when predicting the head node of “M”, Yan et al. (2019)
predicted wrong node “T./E”, while our models both predicted right node “f{iR”. The POS tag of
“M” is P and the POS tag of correct head node “#{;R” is VV whose probability is 78.5%, while the
wrong head node TfE’ s POS tag is NN whose probability is only 3.1%. Because our models can use
these POS informations to exclude the candidate head nodes of low probability POS, thus improving the
performance of dependency parsing.

Although Ours-TAM achieved better results in segmentation and POS tagging, the dependency parsing
was reduced compared with Ours. The right part of the figure 4 shows the patterns on which the accuracy
of our models are worse than Yan et al. (2019). It can be found that the dependency probability of these
patterns is small, and the addition of POS information actually reduces the accuracy. Therefore, Ours-
TAM has better POS information, so the accuracy of these patterns is lower than Ours, thus the overall
precision of dependency parsing of Ours-TAM decreases compared with that of Ours.

Next, we will investigate the difference between the graph-based joint model and the transition-based
joint model in dependency parsing. We compare our graph-based joint models to the transition-based
joint model (Kurita et al., 2017) according to dependency length and sentence length respectively. The
results are shown in figure 6. From the figure, we can see that our proposed joint models on long-distance
dependencies have obvious advantages, and the accuracy of the dependency parsing is relatively stable
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Figure 6: The influence of Depedency length and Sentence length on dependency parsing

with the increase of sentence length, while the transiton-base joint model has an obvious downward
trend, which indicates that our graph-based joint model can predict the long-distance dependencies more
effectively than transition-based joint model.

4 Related work

Hatori et al. (2012) proposed a character-level dependency parsing for the first time, which combines
word segmentation, POS tagging and dependency parsing, They combined the key feature templates on
the basis of the previous feature engineering research on the three tasks, and realized the synchronous
processing of the three tasks. Zhang et al. (2014) annotated the internal structure of words, and regarded
the word segmentation task as dependency parsing within characters to jointly process with three tasks.
Kurita et al. (2017) firstly applied neural network to the charater-level dependency parsing. Although
these transition-based joint models achieved best accuracy in dependency parsing, they still suffer from
the limitation of local decision.

With the development of neural network, the graph-based dependency parsing models (Kiperwasser
and Goldberg, 2016; Dozat and Manning, 2016) using neural networks have developed rapidly. those
model fully exploit the ability of the bidirectional long short-term memory network (Bi-LSTM) (Hochre-
iter and Schmidhuber, 1997) and attention mechanism (Bahdanau et al., 2014; Vaswani et al., 2017) to
capture the interactions of words in a sentence. Different from transition-based models, the graph-based
model can make global decision when predicting dependency arcs, but few joint model adopted this
framework. Yan et al. (2019) firstly proposed a joint model adopting graph-based framework with neural
network for Chinese word segmentation and dependency parsing, but they does not use POS tag.

According to the research of existing transition-based joint model, the word segmentation, POS tag-
ging and dependency parsing are three highly correlated tasks that influence each other. Dependency
parsing is beneficial to word segmentation and POS tagging, while word segmentation and POS tagging
are also helpful to dependency parsing. Therefore, we consider that integrating POS tagging task into
graph-based joint model (Yan et al., 2019) to further improve the performance of joint model and to pro-
vide POS information for downstream tasks. We transform the POS tagging task into a character-level
sequence labeling task and then we joint the word segmentation and dependency parsing into a graph-
based framework, and then combine the two character-level tasks into a multi-task models. There are
many multi-task learning approaches such as Baxter (1997), Misra et al. (2016), Long and Wang (2015)
and Hashimoto et al. (2016), we use parameter sharing (Baxter, 1997) to realize the joint model, and then
improve it with tag attention mechanism. Finally, we analyze the models on the CTBS5 dataset.
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5 Conclusion

This paper proposed the graph-based joint model for Chinese word segmentation, POS tagging and de-
pendency parsing. The word segmentation and dependency parsing are transformed into a character-level
dependency parsing task, and the POS tagging task is transformed into a character-level sequence label-
ing task, and we use two ways to joint them into a multi-task model. Experiments on CTBS5 dataset
show that the combination of POS tagging task is beneficial to dependency parsing, and using the POS
tag attention mechanism can exploit more POS information of contextual characters, which is benefi-
cial to POS tagging and dependency parsing, and our graph-based joint model outperforms the existing
best transition-based joint model in all of these three tasks. In the future, we will explore other joint
approaches to make three tasks more mutually reinforcing and further improve the performance of three
tasks.
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