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Abstract

We here describe line-a-line, a web-based tool for manual annotation of word-alignments in sentence-aligned parallel corpora. The
graphical user interface, which builds on a design template from the Jigsaw system for investigative analysis, displays the words
from each sentence pair that is to be annotated as elements in two vertical lists. An alignment between two words is annotated by
drag-and-drop, i.e. by dragging an element from the left-hand list and dropping it on an element in the right-hand list. The tool indicates
that two words are aligned by lines that connect them and by highlighting associated words when the mouse is hovered over them.
Line-a-line uses the efmaral library for producing pre-annotated alignments, on which the user can base the manual annotation. The tool
is mainly planned to be used on moderately under-resourced languages, for which resources in the form of parallel corpora are scarce.
The automatic word-alignment functionality therefore also incorporates information derived from non-parallel resources, in the form of
pre-trained multilingual word embeddings from the MUSE library.
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1. Introduction

Word-aligned parallel corpora form useful resources for
several tasks, e.g. for bilingual dictionary construction
(Bourgonje et al., 2018), for studies of language typology
(Dahl and Wilchli, 2016), for translation studies (Merkel et
al., 2003), as well as for those types of machine translation
systems that use word-aligned corpora as an intermediate
step (Alkhouli et al., 2016).

For constructing alignment gold standards, e.g. for eval-
uating the performance of automatic word-aligners, there
is a need for tools by which manual annotations of word-
alignments can be performed. There exist many such word-
alignment annotation tools, but these tools are typically ei-
ther (i) several years old (Merkel et al., 2003; Zhang et al.,
2008; Hung-Ngo and Winiwarter, 2012), or (ii) not target-
ing the core task of word-alignment of sentences belonging
to two different languages (Wirén et al., 2018).

Annotation tools whose interfaces are not being mod-
ernised according to the possibilities offered by more recent
graphical user interface libraries might, however, be per-
ceived as not adhering to current graphical user interface
conventions. This might in turn decrease the usability of,
and trust in, these older tools, also when they offer a func-
tionality that objectively should be adequate for performing
the manual alignment annotations.

As an alternative to these older tools, we have used current
libraries for web development for constructing an annota-
tion tool to use for the task of word-alignment in sentence-
aligned texts. With the aim of increasing the usability of the
tool, we have used a design template from the field of vi-
sualisation research as an inspiration for the user interface
design. To further facilitate the annotation, a selectable pre-
annotation in the form of an automatic word-alignment is
provided, on which the user can base their manual annota-
tion.

We plan to use word-aligned corpora for performing trans-
lation studies, including research on the application of of-
ficial terminologies in translated texts (Dahlberg, 2017).

We will particularly focus on moderately under-resourced
languages and under-resourced language pairs, for which
small monolingual corpora exist and only very small paral-
lel corpora. The line-a-line tool therefore allows the user to
choose between several methods for the pre-annotations of
the word-alignments, i.e. the user can select the alignment
method that is found most useful for the language pair tar-
geted.

2. Previous tools

The following four tools form examples of tools devel-
oped for word-alignment between sentence-aligned parallel
texts, or for related tasks.

The I*Link tool (Merkel et al., 2003) for word-alignment
annotation proposes alignment candidates, using bilingual
resources and built-in heuristics, and the user can then ac-
cept, revise or reject these proposals. The tool also saves the
user’s alignment choices and adapts new alignment sugges-
tions to previous choices made. The sentence pair is dis-
played in two horisontal rows, and the colour in which the
words are written is used for indicating which words that
are aligned, i.e. aligned words are displayed with the same,
unique colour.

Zhang et al. (2008) developed a word-alignment annota-
tion tool targeted towards Japanese-Chinese parallel cor-
pora. The sentence pairs are provided with pre-alignments
through the GIZA++ word-alignment tool. The sentence
pair is displayed in two horizontal rows, and alignments
are indicated through connecting lines. The user can op-
tionally create chunks of tokens in the individual languages,
and align chunks instead of words.

The tool by Hung-Ngo and Winiwarter (2012) also dis-
plays the sentence pair in two horizontal rows, and uses
connecting lines to show alignments. The sentences are
pre-annotated through the use of bilingual dictionaries, and
parse trees for the two sentences are also generated and dis-
played. Annotation is carried out through drag-and-drop of
nodes that symbolise the words or other levels in the parse
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Figure 1: The user interface, showing a Swedish-German sentence pair. The following selections have been made by
the user: (i) Annotation mode (h), (ii) to let the tool provide pre-annotated alignments through a union of intersection-
symmetrising and the alignments produced during the dictionary creation (i), (iii) to select what to annotate through search-
ing for word in the corpus (j - k). An alignment between two words is annotated through dragging the element from the
left-hand list and dropping it on an element on the right-hand list. The figure shows how the user is dragging the element
representing ‘arbetsmarknaden’ with the aim of dropping it on the 'den’ element. When the user has dropped the element,

an alignment between these two words will have been created.

tree. The tool also provides a visualisation of alignments in
a matrix format.

The SVALA tool is constructed using current libraries for
web development. Its purpose is, however, not to align sen-
tences written in two different languages, but to correct and
annotate text written by second-language learners. While
the user is correcting the text, the tool maintains an au-
tomatic word-alignment between the original text and the
corrected version. When necessary, it is also possible to
manually correct the automatic word-alignments provided.
Also this tool displays the sentence pairs in two horizontal
rows, with connecting lines that indicate alignments.

3. The implemented word-alignment
annotation tool

The line-a-line tool consists of a web-based front-end
written in JavaScript/D3, and a back-end based on
Python/Flask, a PyMongo database, as well as on the
efmaral library (Ostling and Tiedemann, 2016) for pro-
ducing the automatic word-alignments used for the pre-
annotations. Apart from being provided with the infor-
mation available in the parallel texts, the automatic word-
alignment functionality is also provided with data derived
from a multilingual embedding space.

During the development of the tool, we used 559 sen-
tence pairs from automatically sentence-aligned Swedish-
German parallel texts, which have been collected from
translations of Swedish government agency texts (Dahlberg
and Domeij, 2017). We also used the Swedish-German
multilingual embedding space available from the MUSE li-
brary.

3.1. Front-end

The interface for carrying out a manual word alignment is
shown in Figure 1. The figure shows the tool applied to the

corpus used during the tool development, with the Swedish
text to the left and the German text to the right.

The interface contains the following components: (a) The
sentence belonging to one of the languages. (b) The sen-
tence belonging to the other language. (c¢) An alignment be-
tween two words is created by drag-and-drop, i.e. by drag-
ging an element from the left-hand list and dropping it on
an element in the right-hand list. (d) Alignments are shown
by lines that connect the associated list elements. (e) In ad-
dition, when the user hovers the mouse over an element, its
associated elements, and the lines indicating the associa-
tion, are highlighted. (f) An alignment is removed by click-
ing on the corresponding delete button. (g) Drop-down list
for choosing which corpus to annotate. (h) Drop-down for
choosing either annotation mode or to browse previously
annotated sentences in read-only mode. (i) Drop-down list
for choosing which word-alignment method to use for the
pre-annotation. There are three different word-alignments
to choose from (see section 3.3. below), and the user can
also choose to annotate the alignments from scratch with-
out any pre-annotations. (j) Drop-down list for choosing
the criterium by which the next sentence pair to annotate
is to be selected. The user can choose the order in which
the sentence pairs are to be annotated, i.e. to choose to start
with the ones that the pre-alignment system estimates to be
easiest or estimates to be most difficult, or to annotate the
sentence pairs in the order in which they appear in the cor-
pus. The user can also choose to annotate sentence pairs
that contain a specific word, and the word to search for
is specified in the text field (k). (1) Reverse the order in
which sentences belonging to the two languages are dis-
played. That is, the German text would in this case be dis-
played to the left and the Swedish text to the right, if the
order were reversed. (m) Save the alignment annotation.
(n) Redo, i.e. go back to the previously annotated sentence
pair. (0) Remove the sentence pair from the annotation task



(e.g. when the sentence pair stems from an incorrect sen-
tence alignment).

To be able to choose a sentence-aligned corpus for manual
annotation — in the drop-down list (g) above — the Python
script provided for loading it into line-a-line’s database
must have been executed. The sentence-aligned corpus
must be provided in the Translation Memory eXchange
(TMX) format. The loading script tokenises the sentences
using NLTK’s TweetTokenizer! (Bird, 2002), and saves the
tokenised sentence pairs in the PyMongo database.

The user interface builds on a design template from a sys-
tem constructed within the field of information visualisa-
tion research; the Jigsaw system for investigative analysis
(Stasko, 2008). The Jigsaw system includes a list view
user interface for visualising connections between different
types of entities (e.g. people, places, dates and organisa-
tions) that are mentioned in a text collection. The interface
displays each type of entity in separate lists, and associa-
tions between entities in the different lists are indicated by
highlighting the entities and the lines that connect them.
The same design template has also been used for visual-
ising associations between information entities extracted
from large text collections by the use of topic modelling
(Skeppstedt et al., 2018).

Lists of words that form sentences in two different lan-
guages, and where some of the word-pairs in these two
lists are connected, form a data set that is similar to the
connected entity data of Jigsaw’s list view interface. We
therefore found the list view template suitable for the word-
alignment task, where alignments are indicated by connect-
ing lines and by highlighting of associated words and of
lines that connect these words (shown in Figure 1).

To display the two paired sentences in the form of two ver-
tical lists differs from the approach used in the systems
mentioned above, which either display word-alignments
through lines between two horizontal sentences, or in a ma-
trix format. By instead arranging the words vertically, as
we have done here, the display of the word associations be-
comes more compact for most writing systems, which has
the potential to make it easier to trace the connecting lines.
While this vertical view potentially de-emphasises the sen-
tence, it instead emphasises the individual tokens, which
might make it easier to focus on the parts of the sentences
that are relevant for the immediate alignment connections
that are created or inspected by the annotator.

3.2. An automatically created dictionary from
multilingual word embeddings

As stated above, we plan to apply the tool on pairs of texts
in moderately under-resourced languages, for which paral-
lel resources are scarce. To improve the pre-annotation for
these languages, information from monolingual resources
should also be included in the automatic word-alignment
functionality. To achieve this, the tool uses pre-trained mul-

"https://www.nltk.org/api/nltk.tokenize.html. The use of to-
keniser will later be made configurable, as there are many lan-
guages for which the TweetTokenizer it is not suitable. For in-
stance, Japanese and Chinese, which do not use white space to
indicate token segmentation.

tilingual embeddings from the MUSE library.?

By using the MUSE library, multilingual word embed-
dings can be constructed from independent monolingual
resources. A multilingual word embedding is constructed
from two separate monolingual word embedding spaces for
the two languages in question. That is, each one of the em-
bedding spaces is trained independently on a monolingual
corpus. The embeddings for the two monolingual spaces
constructed are then automatically aligned, i.e. pairs of cor-
responding embedding vectors are found in the two spaces.
If there is a bilingual dictionary available, the alignment
can be carried out in a supervised fashion. A subset of the
embeddings can then be aligned with the use of the dictio-
nary, and the alignments of other embeddings can thereafter
be adapted to these points. The process can also be carried
out in an unsupervised fashion without a dictionary, using
a similarity measure called ’cross-domain similarity local
scaling’ for finding alignments between embeddings (Con-
neau et al., 2017).

The resulting multilingual word embedding space can then
be queried for a word in one of the languages, which results
in an output in the form of a list of the nearest neighbours
to this word in the other language. We use this function-
ality to automatically generate a corpus-specific bilingual
dictionary, which we give as an extra parallel data input
to the word-alignment functionality described below. The
method used for incorporating the embeddings is somewhat
inspired by the work by Pourdamghani et al. (2018). They,
however, use similarity in two monolingual spaces for in-
ferring word-alignments.

The automatic creation of the corpus-specific bilingual dic-
tionary is carried out as follows: For each sentence pair in
the parallel corpus, i.e. the pair of two vectors of words,
one belonging to language a and the other to language b,
the following is carried out. All possible tuples consist-
ing of one word from the sentence belonging to language
a and one word from the sentence belonging to language
b are constructed. For each such tuple (a;, b;), the multi-
lingual word embedding space is used to check whether a;
is included among the top n nearest neighbours to b; and
whether b; is included among the top n nearest neighbours
to a;. If both conditions are fulfilled, the tuple is added to
the automatically constructed bilingual dictionary. The de-
tected tuple is also recorded as a word-alignment for this
specific sentence-pair, and this alignment is later used as a
component in one of the pre-alignment options provided by
the tool.?

If no match is found for any of the words in a sentence,
we also allow for a search on subwords in the embedding
space. Thereby, some morphological variations and com-
pound words that are present in the sentences that are to be
aligned, but not included in the embedding space, can be
included.*

Zhttps://github.com/facebookresearch/ MUSE

3When developing the system we used n = 2, and if no match
was found for a word, we allowed for an n = 20 for a word pair to
be included in the dictionary. The cut-off used should, however,
be allowed to be adjusted by the user. Punctuation characters and
stop words are excluded from the dictionary construction process.

*We here used a minimum allowed length of 4 characters for a



The word-alignments and the automatically created dic-
tionary are then used as components for producing pre-
annotated word-alignments.

3.3. Back-end with pre-annotated
word-alignments

The corpus loading script also runs an automatic word-
alignment, which is used for the pre-annotated alignments
on which the user bases their manual annotations. The main
method for producing the automatic word-alignments is the
efmaral system (Ostling and Tiedemann, 2016; Tiedemann
et al., 2016)°. The efmaral system uses a Bayesian model
with Markov Chain Monte Carlo (MCMC) inference for
producing the word-alignments. The corpus-specific dic-
tionary, automatically produced through the MUSE library,
is used as additional input, i.e. as aligned data, for the ef-
maral word-alignment.

The efmaral alignment is run twice, first with one of the
languages as source language and the other as target lan-
guage, and thereafter with reversed language order. Three
different methods are then available for symmetrising the
alignments, (i) a simple intersection of the two alignment
predictions, i.e. only keeping the alignments that are pre-
dicted by both models, or (ii) symmetrising using the
GDFA word-alignment symmetrisation algorithm as im-
plemented in NLTK® (Axelrod et al., 2005), (iii) a union
of the intersection-symmetrising alignments and the align-
ments produced during the dictionary creation. The user
can thereby choose the type of pre-annotation that is found
most useful for the corpus that is being annotated. The user
can also choose to carry out the annotation without using
a pre-annotation of the alignments, as it is likely that there
are circumstances when the pre-annotations would not be
found useful. For instance, when the tool is applied on
languages with very few existing resources, which would
render low quality pre-annotations. None of the methods
provided for pre-alignment rely on the existence of heavy
resource-demanding language models, e.g., BERT models,
as such models would be unobtainable for the low resource
language pairs that form the target of the tool.

A difficulty score is computed for the alignments, by mea-
suring the number of word pairs that are included in the
intersection set in relation to the total number of words in
the two sentences. This difficulty score is used for sort-
ing the sentence pairs that are given to the user for manual
alignment. Depending on the choice made by the user in the
drop-down list (i), the back-end either delivers the most dif-
ficult un-annotated sentence pairs or the easiest ones. The
user can also choose not to use this difficulty score for se-
lecting sentences to annotate, but to use the original corpus
order of the sentences. There is also a forth option in the
drop-down lists, which lets the user search for a specific
word in the corpus, and annotate all sentence pairs in which
this word is included.

sequence of characters to be considered a subword, but this figure

should also be allowed to be adjusted to the language pairs used.
Shitps://github.com/robertostling/efmaral
®https://www.nltk.org/_modules/nltk/translate/gdfa.html

4. Concluding remarks

With line-a-line, we have provided a tool that we hope will
form a useful resource for annotating word-alignments in
sentence-aligned parallel corpora.’

Whether the pre-annotations available will have a quality
that is high enough to be found helpful when annotating,
will depend on the resources available, i.e. on which lan-
guage pairs that are to be aligned, on the size of the paral-
lel corpus available, and on the quality of the multilingual
word embedding space. A key functionality of the line-a-
line tool is therefore to provide several methods for pre-
annotation, and let the user choose the one that is found
most helpful for performing the annotation.

For instance, we perceived the pre-annotations constructed
by a union of intersection-symmetrising and dictionary cre-
ation alignments to be most useful during the tool develop-
ment. In contrast, pre-annotations constructed through the
GDFA symmetrisation were perceived as not useful, as they
contained too many false positives for our small Swedish-
German parallel corpus.
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