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Introduction

BlackboxNLP is the workshop on analyzing and interpreting neural networks for NLP.

In the last few years, neural networks have rapidly become a central component in NLP systems. The
improvement in accuracy and performance brought by the introduction of neural networks has typically
come at the cost of our understanding of the system: How do we assess what the representations and
computations are that the network learns? The goal of this workshop is to bring together people who
are attempting to peek inside the neural network black box, taking inspiration from machine learning,
psychology, linguistics, and neuroscience.

In this third edition of the workshop, hosted by the 2020 conference on Empirical Methods in Natural
Language Processing (EMNLP), we accepted 31 archival papers and 9 extended abstracts. The workshop
also provided a platform for authors of EMNLP-Findings papers to present their work as a poster at the
workshop. Lastly, for the first time, BlackboxINLP included a shared interpretation mission. One paper
submitted to this mission has a demo presentation, of the interpretability library diagnnose, and is
included as the last paper in these proceedings (submission number 70).

BlackboxNLP would not have been possible without the dedication of its program committee. We would
like to thank them for their invaluable effort in providing timely and high-quality reviews on a short
notice. We are also grateful to our invited speakers for contributing to our program.

Afra Alishahi, Yonatan Belinkov, Grzegorz Chrupata, Dieuwke Hupkes, Yuval Pinter and Hassan Sajjad
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Conference Program

The programme of BlackboxNLP2020 consists of three keynote presentations, six selected oral presen-
tations, one demo paper and two poster sessions. Due to the virtual nature of the conference, these
activities are distributed over three blocks, such that every activity occurs twice and is accessible for any
time zone. The full programme of the workshop can be found at https://blackboxnlp.github.io.

The three keynotes at BlackboxNLP2020 are:

Roger Levy, MIT
Evaluating and calibrating neural language models for human-like language pro-
cessing

Anna Rogers, University of Copenhagen
When BERT plays the lottery, all tickets are winning!

Idan Blank, UCLA
Understanding NLP’s blackbox with the brain’s blackbox and vice versa

The six papers selected for oral presentation are:

What Happens To BERT Embeddings During Fine-tuning?
Amil Merchant, Elahe Rahimtoroghi, Ellie Pavlick and Ian Tenney

Dissecting Lottery Ticket Transformers: Structural and Behavioral Study of Sparse
Neural Machine Translation
Rajiv Movva and Jason Zhao

Evaluating Attribution Methods using White-Box LSTMs
Yiding Hao

The EOS Decision and Length Extrapolation
Benjamin Newman, John Hewitt, Percy Liang and Christopher D. Manning

BERTs of a feather do not generalize together: Large variability in generalization
across models with similar test set performance
R. Thomas Mccoy, Junghyun Min and Tal Linzen

The elephant in the interpretability room: Why use attention as explanation when
we have saliency methods?
Jasmijn Bastings and Katja Filippova

The shared task paper selected to give a demo presentation is:

diagNNose: A Library for Neural Activation Analysis
Jaap Jumelet

All other papers in these proceedings, as well as the nine accepted abstracts, are presented at the poster
sessions of the conference. Also a selection of related EMNLP-findings papers are present at the poster
sessions.
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