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Abstract

Many clinical assessment instruments used to
diagnose language impairments in children in-
clude a task in which the subject must formu-
late a sentence to describe an image using a
specific target word. Because producing sen-
tences in this way requires the speaker to in-
tegrate syntactic and semantic knowledge in a
complex manner, responses are typically eval-
uated on several different dimensions of appro-
priateness yielding a single composite score
for each response. In this paper, we present
a dataset consisting of non-clinically elicited
responses for three related sentence formula-
tion tasks, and we propose an approach for
automatically evaluating their appropriateness.
Using neural machine translation, we gener-
ate correct-incorrect sentence pairs to serve as
synthetic data in order to increase the amount
and diversity of training data for our scoring
model. Our scoring model uses transfer learn-
ing to facilitate automatic sentence appropri-
ateness evaluation. We further compare cus-
tom word embeddings with pre-trained con-
textualized embeddings serving as features for
our scoring model. We find that transfer learn-
ing improves scoring accuracy, particularly
when using pre-trained contextualized embed-
dings.

1 Introduction

It is estimated that between 5% and 10% of the
pediatric population will experience a speech or
language impairment (Norbury et al., 2016; Rosen-
baum and Simon, 2016). Diagnosing these im-
pairments is complex, requiring the integration of
structured assessments, medical history, and clini-
cal observation, and there is evidence that language
impairments are frequently misdiagnosed and un-
derdiagnosed (Conti-Ramsden et al., 2006; Grimm
and Schulz, 2014; Rosenbaum and Simon, 2016).
As a result, there is a need for tools and technolo-

gies that can support efficient and remote screen-
ing for language impairment. However, developing
methods for automatically scoring the subtests used
to diagnose language disorders can be challenging
because of the very limited amount of labeled data
available for these subtests from these special pop-
ulations.

In this paper, we focus on a task we have adapted
from the Formulated Sentences (FS) subtest of the
Clinical Evaluation of Language Fundamentals 4
(CELF-4), one of the most widely used language
diagnostic instruments in the United States (Semel
et al., 2003). In the CELF-4 Formulated Sentences
task, a child is presented with a target word and an
image, and must use that word in a sentence about
that image. Poor performance on this subtest is
strongly correlated with expressive language im-
pairments. Responses are scored on a scale from 0
to 2; a sentence assigned a score of 2 must correctly
use the target word, be a complete and grammat-
ically correct sentence, and relate to the content
and activities shown in the image. Reliable man-
ual scoring can be difficult and time-consuming
because of the large of number of factors that must
be considered. This degree of subjectivity, together
with the task’s important role in identifying expres-
sive language impairments, make automatic scor-
ing of the formulated sentences subtest particularly
worthwhile.

This paper makes the following contributions:

• We present a new data set of non-clinically
elicited formulated sentence task responses,
annotated for appropriateness evaluation
(scores: 0, 1, and 2), which can be used as
a benchmark and as a data source for future
automated scoring of clinically elicited re-
sponses. The dataset includes 2160 sentences
from three related sentence formulation tasks
(Section 3).
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• We develop a neural machine translation
model trained on second language learner data
and generate two artificial datasets for training
the formulated sentences scoring classifier.

• We demonstrate that our transfer learning
model has benefits for scoring formulated sen-
tences.

• We systematically compare the use of cus-
tom task-specific embeddings and pre-trained
generic contextualized embeddings for scor-
ing formulated sentences.

2 Related Work

Scoring formulated sentences in terms of syntactic
correctness can be analogous to the more common
task of Grammatical Error Detection (GED), in
which points are deducted for each grammatical
error detected in a sentence or text. The state-of-
the-art approaches to GED use a supervised neural
sequence labeling setup to detect errors trained
on artificial data (Rei 2017; Kasewa et al. 2018).
Performance on this task can generally benefit from
using a large size of high-quality training data, but
collecting large quantities of such data is expensive.

Data augmentation can increase the amount and
diversity of training data, provide additional infor-
mation about the representations of sentences, and
improve performance on the GED task. The current
state-of-the-art GED trains on artificially generated
data produced via error induction. One traditional
way is to use the patterns learned from annotated
learner corpora and apply them to grammatically
correct text to generate specific type of errors, such
as noun errors (Brockett et al., 2006) and article er-
rors (Rozovskaya and Roth, 2010). More recently,
artificial training data is typically generated by us-
ing machine translation, where the source text is
error-free text and the target is ungrammatical text
(Rei 2017).

Deploying vectorized representation of word and
sentence is now a ubiquitous technique in most
NLP tasks. Incorporating word embeddings as fea-
tures can provide another possible solution in low-
resource scenarios. The current state of the art GED
is achieved by using BERT embeddings to capture
the contextual information. Bell et al. (2019) com-
pare using ELMo, BERT and Flair embeddings
on several publicly available GED datasets, and
propose an approach to effectively integrate such
representations to detect grammatical errors.

Our work is inspired by this prior research on
using machine translation to generate artificial data
and comparing the influence of task-specific versus
generic embeddings. Although these methods are
typically trained on second language learners’ data
in essay writing tasks, our goal is to seek a gen-
eral representation of the syntactic and semantic
representation of a single sentence in a constrained
domain by children who are L1 speakers but may
have deficits in expressive language. Given the very
limited amount of clinical data, however, we make
the assumption that the types of errors language
learners make can be leveraged to evaluate formu-
lated sentences responses, an assumption that will
be empirically validated in future work with our
clinical dataset.

3 Data

In this section, we describe the non-clinical for-
mulated sentences dataset we have collected, as
well as two other publicly accessible datasets, MS-
COCO (Lin et al., 2014) and FCE (Yannakoudakis
et al., 2011), which we use to train embeddings and
generate artificial training data.

Formulated Sentences (FS) Dataset Using our
own stimuli designed to mimic the properties of
the CELF-4 Formulated Sentences (FS) stimuli, we
collected 2160 sentences from Amazon Mechani-
cal Turk workers and scored the responses accord-
ing to the published guidelines for the CELF-4 FS
task, which rely on syntactic grammaticality and
semantic appropriateness given the image. Each
of the 24 numbered stimulus words was manually
selected by a speech language pathologist in order
to be comparable to the corresponding CELF-4 FS
stimulus word in terms of part of speech, age of
acquisition, and phonological complexity. The par-
ticipants were recruited on Amazon Mechanical
Turk (AMT) and directed to take the test within the
online survey platform Qualtrics (Barnhoorn et al.,
2015), as required by the affiliated university’s In-
stitutional Review Board.

Our FS data collection effort is composed of
three sub-tasks:

• Task 1: Formulating sentences from an image
and a target word. Participants view an image
and a target word and write a sentence using
that word to describe that image.

• Task 2: Formulating sentence from target
word only (no image). Participants are asked



179

to write a sentence that includes the target
word.

• Task 3: Formulating sentences from an image
only (no target word). Participants are asked
to write a sentence description of the image in
their own words.

Each participant was randomly assigned to take
one of the three sub-tasks. The participant was
instructed to view a sample stimulus and response
and was then asked to take two trial stimuli to en-
sure they were familiarized with the test format
and environment. Since there are intra-relationship
between the three tasks, a participant was able to
complete only one sub-task to avoid covariate ef-
fects. There were 30 participants for each task, with
24 stimuli in each test, resulting in 2160 sentences
(24 stimuli * 3 tasks * 30 participants) included in
the dataset.

The collected sentences were scored by four na-
tive speakers of English by giving a score of 0,
1, or 2. A score of 2 indicates that the sentence
fully expresses the content of the image by using
the given word without any grammatical errors. If
there is one grammatical error, or the sentence only
represents unimportant details of the image, the
sentences is marked as 1. If there are two or more
grammatical errors, or if the content is unrelated to
the image, it is assigned a score of 0.

2 1 0 Total
Task 1 511 52 157 720
Task 2 658 29 33 720
Task 3 370 123 27 720
All Tasks 1739 204 217 2160

Table 1: Score distribution in 3 tasks.

Each grader was assigned to evaluate 2 sub-tasks,
and the average pairwise kappa between the graders
was 0.625. When there was a disagreement be-
tween two graders, the third grader was recruited,
and the final score was the majority of the three
graders.

Integrating a target word into an image descrip-
tion requires more complicated linguistic compe-
tence than using the target word to make a sentence
or having a free choice of vocabulary in describing
an image. Therefore, Task 1 is considered to be
more challenging than Task 2 or 3. As shown in
Table 1 and Figure 2, there are significantly more
sentences in Task 1 that are scored 0 or 1 than in

Figure 1: Example of the formulated sentence task
(stimulus 3 of Task 1). For Task 2, only the target word
“never” is displayed, and for Task 3 only the image is
displayed.

Task Score-0 sentences
1 Boys are never driving the bicycle.

The boy has never let down his family.
Run to cycle.
The boy never driving the cycle.
Three generation family on cycle ride in
countryside.
Never is a all boys cycle driving.
Never give up the place.
The boy doesn’t ride his bike with the
others, but he doesn’t care.

2 Never get compromised for a second op-
tion.

3 This boy active for bike.
The are cycling competition.
The boy biking the cycle.

Table 2: Score-0 sentences for stimulus 3, target word
“never”, image shown in Figure 2.

Tasks 2 and 3. For example, for Stimulus 3 with tar-
get word “never” (shown in Figure 2), 8 sentences
are assigned a score of 0 in Task 1, while only one
sentence is given 0 in Task 2 and 3 sentences are
marked as 0 in Task 3 (Table 2).

The final sentence-formulation dataset includes
5 columns: subject ID, task, stimulus, sentence and
score. The participant’s personal information is
replaced by a randomly assigned 5-digit subject ID.
The score distribution of the three tasks is summa-
rized in Table 1 and the data is released for public
access 1.

COCO COCO is a publicly released large-scale
dataset for object detection, segmentation, and cap-
tioning (Lin et al., 2014). For each image, five hu-

1https://github.com/yiyiwang515/Automated-Scoring-of-
Clinical-Expressive-Language-Evaluation-Tasks.git
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Figure 2: Score distribution for each stimulus in three tasks. Each stimulus is represented by its associated target
word.

man generated captions were collected from AMT.
In our work, we use the 2017 train dataset, which
includes approximately 20k images with 600k cap-
tions. Since some of the captions were either empty
or had likely incomplete sentences (fewer than 4
words), we exclude those captions resulting in a
final dataset of 33,366 sentences.

The linguistic characteristics of COCO are anal-
ogous to our sentence formulation task regarding
choice of lexicon, the use of syntactic structures,
and the semantic context of the utterances. We
therefore use COCO dataset for two purposes: (1)
to train a task-specific Word2vec embedding to cap-
ture meaning-related and syntactic relationships;
and (2) to use as score-2 source input to machine
translation models that are trained to generate arti-
ficial errored (score-1 and score-0) sentences.

FCE First Certificate in English (FCE) (Yan-
nakoudakis et al., 2011) is a publicly available
dataset, including 1244 essays written by non-
native learners of English with different first lan-
guage backgrounds. The FCE exam is used to
assess English proficiency of upper-intermediate
level learners. The essays are annotated by lan-
guage assessment experts with types of errors and
their corresponding corrections in XML. The origi-
nal incorrect sentences in the essay and their cor-
rected counterparts are extracted by sentence pairs.
The sentences containing no errors or with a length
(including punctuation) less than 5 are excluded
from the final dataset used for training our models.

A label is added for each sentence. For all the
correct sentences, label of 2 is added to mark the
appropriateness of the sentence. A sentence with
one error is assigned a label of 1, while a sentence
with two or more errors is assigned a label of 0.

The final dataset includes 10799 correct sentences,
4810 sentences with one grammatical error, and
5989 sentences with two or more errors. The FCE
data serves as training data for two neural machine
translation models that we use to generate inappro-
priate (score-1 and score-0) sentences by taking
appropriate (score-2) sentences as input.

4 Experiments

4.1 Sentence Embedding
Three types of sentence embeddings are used in this
work: BERT, ELMo and Word2Vec embeddings
(Devlin et al. 2018; Peters et al. 2017; Mikolov et al.
2013). For context sensitive embeddings BERT and
ELMo, we use the publicly available pre-trained
models. We trained a Word2cvec embedding on
the 600,000 COCO captions.

BERT BERT can integrate information in raw
corpora (BooksCorpus and English Wikipedia)
while considering task-specific information con-
tained in the target dataset. Kaneko and Komachi
(2019) use BERT contextualized representation to
achieve state-of-the-art results for word-based GED
tasks. In addition to improving results in the GED
task, BERT (Devlin et al., 2018) has been shown
to be a powerful feature extractor for various other
tasks. We employ BERT to generate pre-trained
contextual representations. BERT pretrained em-
beddings have two versions. We use a lighter ver-
sion of BERT which yields 768 dimensions for
sentence embeddings. The DistilBERT is smaller
but can roughly match the performance of using
the full BERT (Sanh et al. 2019).

ELMo The ELMo pre-trained model we use is
trained on the One Billion Word Benchmark cor-
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pus. The sentence representation is learned by a
sequence labeler during training.

The BERT and ELMo models used here are
trained on formal published writings, such as books
and news articles. This is not a perfect domain or
stylistic match for the evaluation of responses from
the formulated sentences task. In order to better
represent the linguistic nature of our task, we also
train a task-specific Word2vec embedding.

Word2vec We train our Word2vec model using
the Gensim Python library (Rehurek and Sojka,
2010). We use skip-grams to train a word embed-
ding model with 300 dimensions, again using the
COCO captions. Words occurring fewer than 5
times are filtered out, and the maximum distance
between a target word and its surrounding content
is set as 4. The number of threads used is 5. A
sentence embedding is calculated as the mean of
the component word embeddings. Since COCO
captions share similar linguistic features with the
sentence formulation tasks, this custom sentence
embedding is expected to capture a richer linguistic
representation of the task.

4.2 Data Augmentation

In our FS dataset, score-1 and score-0 sentences
account for around 20% of the total number of sen-
tences. Since most of the classification algorithms
are sensitive to imbalance in predicting classes,
such a dataset can bias the classification model
towards score-2. In this case, a baseline majority-
class classifier, which predicts score-2 for all the
sentences, can achieve 0.8 accuracy (Table 1). The
unbalanced nature of this data requires us to syn-
thesize additional score-1 and score-0 sentences to
increase the size and variety of training set.

We implement two LSTM machine translation
models using OpenNMT (Klein et al., 2017). The
score-2 (corrected) sentences from the FCE dataset
are used as the source data, and the score-0 or score-
1 (incorrect) sentences serve as the target data. For
example, for the source-2 to target-1 (2-1) model,
we trained the model on sentences pairs from FCE
dataset containing only one grammatical error. The
LSTM model is a two-layer bidirectional LSTM
with 500 hidden units with a global attention layer.
We set an early stop if the training accuracy score
dropped consistently for 10 epochs. Similarly, we
train another source-2 to target-0 (2-0) model with
the same settings to generate score-0 sentences.

Having trained a NMT model, we then “trans-

late” 939 score-2 sentences from our formulated
sentences dataset and convert the sentences into the
same number of score-0/1 sentences by using the 2-
0 and 2-1 machine translation models respectively.
Eight hundred score-2 sentences were excluded
for synthesizing data to reserve for testing. The fi-
nal synthesized formulated sentence (SFS) dataset
used for training includes 2817 sentences. The
COCO captions used for training word embedding
are further selected in this process serving as the
error-free input. A large number of COCO captions
are incomplete sentences with heavy noun phrases
containing a long modifier. We remove such cap-
tions in final training set to preserve sentence-level
grammaticality. For example, “Man in apron stand-
ing on front of oven with pans and bakeware” is
excluded, because the root of the dependency pars-
ing tree (“man”) is not a verb. A subset of COCO
captions containing 14017 sentences is selected us-
ing parse information extracted using the SpaCy
library (Honnibal and Montani, 2017). The final
synthesized COCO (SCOCO) dataset used for train-
ing includes 42051 sentences.

4.3 Transfer Learning

Transfer learning is a viable method for building
NLP models in low-resource scenarios by lever-
aging data from other related sources. The two
artificial data datasets, SFS and SCOCO, produced
by applying machine translation to the FS dataset
and the COCO captions, can provide a good basis
for transfer learning (Section 4.2). We implement
a Multilayer Perceptron model (MLP) by using
Keras with tensorflow as the backend2. The MLP
model has two hidden layers with five nodes in
each layer and uses Relu as the activation function.
The output layer has three nodes, corresponding to
each score class with the softmax activation func-
tion. The categorical cross-entropy loss function is
minimized, and stochastic gradient descent is used
to learn the problem.

The two models are fit for 200 epochs on SFS
and SCOCO datasets separately during training.
We transfer the weights from the two standalone
models to learn the initialize the weights for the
formulated sentence evaluation tasks. The original
FS data is split proportionally into a training and
a test sets in terms of task, stimulus, and score
distribution. The training set used for tuning the
model includes 1160 sentences. The test set has

2https://github.com/keras-team/keras
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1000 sentences, and the distribution of scores is
presented in Table 3.

Task 1 Task 2 Task 3 Total
2 235 303 262 800
1 25 14 61 100
0 70 15 15 100
Total 330 332 338 1000

Table 3: Score distribution in our formulated sentences
test set.

P R F1 Acc
BL1 Majority Class 0.80 0.80 0.80 0.80
BL2 Target Word 0.82 0.82 0.82 0.82

W2V SFS 0.69 0.59 0.63 0.59
SFS-FS 0.74 0.80 0.76 0.80
SCOCO 0.67 0.70 0.68 0.70
SCOCO-FS 0.72 0.73 0.72 0.73

ELMo SFS 0.78 0.63 0.68 0.63
SFS-FS 0.79 0.75 0.77 0.75
SCOCO 0.77 0.72 0.74 0.72
SCOCO-FS 0.80 0.79 0.79 0.79

BERT SFS 0.80 0.78 0.77 0.78
SFS-FS 0.76 0.85 0.81 0.85
SCOCO 0.77 0.79 0.78 0.79
SCOCO-FS 0.82 0.85 0.83 0.85

Table 4: Sentence evaluation precision, recall, F1 and
accuracy on the full three-task test set.

5 Results

Table 4 presents the results of integrating contex-
tual embeddings with and without transfer learning,
evaluating all the three sentence formulation tasks
together. The method of using transfer learning in-
corporating BERT contextual embeddings achieves
the best performance in most of the cases, except
for transferring from SFS with BERT (Figure 3(a)).

The experiments demonstrate a marginal in-
crease in precision and substantial improvement
in recall for the sentence formulation tasks. Al-
though the three tasks all involve making sentences,
each task tests different aspects of linguistic knowl-
edge. Therefore it is more valuable to investigate
the model performance on individual tasks, pre-
sented in Table 5.

On the test sets of Task 1 and Task 2, the best
performing model is transferred SFS (Task 1: F1 =
0.81; Task 2: F1 = 0.92) with BERT. For Task 3, the
best model is trained on the larger SCOCO dataset

(F1 = 0.82) with BERT embeddings. Task 2 and
Task 3 have marginal improvement compared with
the baseline. However, Task 1, which is the actual
parallel to the CELF-4 Formulated Sentence task
used to diagnose language impairments in children,
shows a substantial improvement in performance.
The improvement by incorporating BERT embed-
ding achieves the best performance in all the three
tasks individually.

These experiments demonstrate that transfer
learning provides a beneficial addition for eval-
uating formulated sentence tasks. The language
representations trained on a large general dataset
allow the model to acquire a better representation
of linguistic knowledge. Overall, we find that the
model with transfer learning and BERT embed-
dings achieves the largest improvement across all
three tasks.

6 Discussion

Transfer learning is generally used in situations in
which the related task has more training data than
the problem of interest, and the two tasks share sim-
ilarities in structure. In this paper, we train an MLP
model on two artificial datasets (SFS and SCOCO)
and improve the performance of formulated sen-
tence scoring task. The two datasets are similar
in terms of lexicon variations, syntactic structures,
and semantic expressions. They are generated by
using the same machine translation models. The
difference between these two sets is in the num-
ber of sentences contained. Since the number of
correct sentences used for generated SCOCO is 14
times larger than that used to generated the SFS set,
the final data of SCOCO is much larger than SFS.

Although the SCOCO dataset is larger, the best
performance on both Task 1 and Task 2 is achieved
by using transfer learning from in-domain SFS data.
One of the similarities between the two tasks is the
requirement of applying stimuli words in the gen-
erated sentences, whereas the test participants have
a free choice of words in Task 3. This require-
ment influences the grading of the sentences. If the
target word is not included in a sentence, no mat-
ter how grammatical the sentence is, it is marked
with a label 0 in Task 1 and Task 2. For all the
score-2 sentences in SFS, the target stimuli words
are included; however this is not always the case
in SCOCO. The lack of target word representa-
tion information in SCOCO may cause the transfer
learning results to be inferior to the SFS model.
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Figure 3: Precision and recall on full dataset using (a) SFS and (b) SCOCO with and without transfer learning.

Task 1 Task 2 Task 3
P R F1 Acc P R F1 Acc P R F1 Acc

BL1 Majority Class 0.71 0.71 0.71 0.71 0.91 0.91 0.91 0.91 0.78 0.78 0.78 0.78
BL2 Target Word 0.77 0.77 0.77 0.77 0.92 0.92 0.92 0.92 0.78 0.78 0.78 0.78

W2V SFS 0.66 0.63 0.64 0.63 0.84 0.43 0.56 0.43 0.69 0.71 0.70 0.71
SFS-FS 0.71 0.75 0.71 0.75 0.84 0.86 0.85 0.86 0.75 0.78 0.73 0.78
SCOCO 0.56 0.65 0.59 0.65 0.84 0.69 0.76 0.69 0.69 0.75 0.70 0.75
SCOCO-FS 0.70 0.68 0.67 0.68 0.85 0.8 0.82 0.80 0.68 0.69 0.69 0.69

ELMo SFS 0.75 0.68 0.71 0.68 0.89 0.54 0.65 0.54 0.78 0.67 0.71 0.67
SFS-FS 0.77 0.76 0.76 0.76 0.88 0.71 0.78 0.71 0.81 0.79 0.79 0.79
SCOCO 0.74 0.72 0.73 0.72 0.86 0.69 0.76 0.69 0.79 0.75 0.76 0.75
SCOCO-FS 0.80 0.78 0.78 0.78 0.87 0.80 0.83 0.80 0.80 0.80 0.80 0.80

BERT SFS 0.79 0.83 0.81 0.83 0.88 0.73 0.79 0.73 0.83 0.78 0.76 0.78
SFS-FS 0.79 0.85 0.81 0.85 0.88 0.92 0.90 0.92 0.68 0.79 0.73 0.79
SCOCO 0.78 0.77 0.76 0.77 0.86 0.80 0.83 0.80 0.76 0.79 0.76 0.79
SCOCO-FS 0.80 0.82 0.80 0.82 0.89 0.91 0.90 0.91 0.84 0.82 0.80 0.82

Table 5: Sentence evaluation precision, recall, F1 and accuracy on individual tasks.

Embedding representations can capture under-
lying meanings and relationships. Different em-
beddings trained on distinct datasets may focus on
particular aspects of linguistic and context informa-
tion. We use two pre-trained contextual embedding
and a customized embedding trained by using the
COCO captions, which is much more similar to
the data we intend to evaluate. The results show
that BERT generally outperforms others in all tasks.
Word2vec embeddings achieve results comparable
to those of using BERT and outperform ELMo
on Task 2. For the tasks involving sentence-level
semantic meanings, however, its performance is
inferior to the two contextualized representations.

The results we have presented here point the way
to new approaches for automatically scoring tasks
used in clinical diagnosis of language impairments,
where labeled data for training models is typically
scarce. In our future work, we will apply these mod-
els to data we are currently collecting from children
with language disorders, autism spectrum disorder,
ADHD, and typical development. Although there
are differences between the populations studied
(MTurk workers vs. children) and the modalities in
which the responses were (written vs. spoken), our
findings demonstrate the robustness of our meth-
ods even in the presence of domain or modality
mismatch.
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We thank Beth Calamé, Julie Bird, Kristin Hinton,
Christine Yang, and Emily Fabius for their con-
tributions to data collection and annotation. This
work was supported in part by NIH NIDCD awards
R01DC012033 and R21DC017000. Any opin-
ions, findings, conclusions, or recommendations
expressed in this publication are those of the au-
thors and do not necessarily reflect the views of the
NIH or NIDCD.

References
Jonathan S Barnhoorn, Erwin Haasnoot, Bruno R

Bocanegra, and Henk van Steenbergen. 2015.
Qrtengine: An easy solution for running online re-
action time experiments using qualtrics. Behavior
research methods, 47(4):918–929.

Samuel Bell, Helen Yannakoudakis, and Marek Rei.
2019. Context is key: Grammatical error detec-
tion with contextual word representations. arXiv
preprint arXiv:1906.06593.

Chris Brockett, William B Dolan, and Michael Gamon.
2006. Correcting esl errors using phrasal smt tech-
niques. In Proceedings of the 21st International
Conference on Computational Linguistics and the
44th annual meeting of the Association for Compu-
tational Linguistics, pages 249–256. Association for
Computational Linguistics.
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