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Abstract

Recently, a few studies have discussed the lim-
itations of datasets collected for the task of de-
tecting hate speech from different viewpoints.
We intend to contribute to the conversation by
providing a consolidated overview of these is-
sues pertaining to the data that debilitate re-
search in this area. Specifically, we discuss
how the varying pre-processing steps and the
format for making data publicly available re-
sult in highly varying datasets that make an
objective comparison between studies difficult
and unfair. There is currently no study (to
the best of our knowledge) focused on com-
paring the attributes of existing datasets for
hate speech detection, outlining their limita-
tions and recommending approaches for future
research. This work intends to fill that gap and
become the one-stop shop for information re-
garding hate speech datasets.

1 Introduction

It is imperative to detect hateful speech on social
media platforms and other online spaces because its
real life implications are usually dire. The research
community working towards achieving this goal
spans from the Social Sciences to Computer Sci-
ence. Under the field of Computer Science, Natural
Language Processing (NLP) and Machine Learn-
ing (ML) techniques have been applied to this task
of detecting hate speech by mostly framing it as
a text classification task. Here, text is classified
into different categories based on its innate con-
tent or features. Text classification is a supervised
ML task; which means it requires a considerable
amount of labelled data. Each data instance needs
a label or a class/category that it belongs to. Al-
though the majority of the studies in this research
area use labelled data as they conduct a classifica-
tion task, there are some that do not (Gao et al.,
2017; Xiang et al., 2012).

In this study, we concentrate on datasets for hate
speech detection in the English language while
briefly highlighting other languages and similar
concepts such as cyberbullying and abuse detec-
tion. The same issue discussed here are also true in
other languages, thus all suggested solutions would
persist.

The overall aim of this work is to provide insight
into the existing datasets and a consolidated anal-
ysis into their strengths and weaknesses and most
importantly suggest methods to forward research in
this area. To achieve this, we ask several questions:

• What makes a dataset benchmark?

• How do we handle class imbalanced dataset?
In its unbalanced form or not?

• What typology should we follow for hate
speech research? What should or shouldn’t it
include?

• What is the best ethical format for collating
and sharing such a sensitive dataset so as to
avoid data degradation?

Although this work will be critiquing a few stud-
ies, it is not meant to be negative in any form.

2 Motivations

The importance of hate speech detection research
cannot be overemphasised. Now, more than ever,
with the current inflammatory political climate and
discourse all around the world and minorities in var-
ious locations demanding for equality and equity,
we cannot allow additional bias to be introduced
into their lives through artificial intelligence. The
problem of hate speech detection is one yet to be
solved even to an acceptable level. It would be
counter-productive if all the research efforts are not
focused and channeled towards a better tomorrow
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by building on top one another. So we were mo-
tivated to go back to a root of the problem: the
data. One of the foundations of this research work
(that we can easily make changes on) is the data
set. We can only build solid structures on solid
foundations. Furthermore, research efforts would
be futile if the proposed state-of-the-art for this task
fail to perform well on a realistic dataset.

3 Summary of Existing Datasets

In this section, we highlight the currently existing
datasets used in literature for the task of detecting
hate speech. In the broad area of abusive language
detection, there exists several other datasets col-
lected and annotated for cyberbullying, toxicity,
aggression and so on (we would not discuss those
in-depth as they are out of the scope of this work).
As highlighted in (Fortuna and Nunes, 2018), the
majority of the studies in this area of hate speech de-
tection collected and annotated their own datasets,
however, some were not made publicly available.
The existing datasets are:

1. BURNAP Dataset: This dataset collected by
(Burnap and Williams, 2016) comprises of
cyber-hate targeted at four different protected
characteristics (sexual orientation, race, dis-
ability and religion) in roughly equal amounts.
Of the annotated sample, 10.15% of sexual
orientation category, 3.73% of race category,
2.66% of disability category and 11.68% of
religion category are considered offensive or
antagonistic. The dataset was collected after
different trigger events for each category.

2. WASEEM Dataset1: This dataset was pub-
lished by (Waseem and Hovy, 2016). It con-
tains 16k English tweets annotated into three
classes (1972 are Racism, 3383 are Sexism
and 11559 are Neither) and was made publicly
available using TweetIDs. The authors anno-
tated the data themselves, then used a third
party to validate the annotations. They record
an inter-annotator agreement of 0.84. This
dataset is unbalanced and also biased toward
specific users since all of the tweets labelled
as racist where from 9 users only, while the
other classes were from more than 600 users.
This dataset was extended in (Waseem, 2016)
by 4033 additional tweets, were they experi-
mented with amateur and expert annotations

1https://github.com/ZeerakW/hatespeech

to investigate their influence based on an ex-
isting knowledge of the research area.

3. DAVIDSON Dataset2: This was published by
(Davidson et al., 2017). The dataset contains
24,802 tweets in English (5.77% labelled as
Hate speech, 77.43% as Offensive and 16.80%
as Neither) and was published in raw text for-
mat. They report collecting this data from
Twitter using a lexicon from HateBase3 con-
taining hateful words and phrases. They used
a crowdsourcing platform (Figure-Eight4 for-
merly CrowdFlower) for annotating the tweets
into the 3 classes. The annotators were pro-
vided with the authors’ definitions and spe-
cific instructions. They record an inter-rater
agreement of 92% as provided by the crowd-
sourcing platform.

4. FOUNTA Dataset5: (Founta et al., 2018) pub-
lished a dataset of 80k tweets, annotated for
various abusive behaviors (abusive, hateful
speech, spam, normal) and made publicly
available using TweetIDs. They use a boosted
random sampling technique through an itera-
tive and incremental process to generate the
final dataset in order to improve the number
of derogatory samples. They use a larger num-
ber of annotators (20) through crowdsourc-
ing. Their classes are None at 59%, Spam at
22.5%, Abusive at 11% and Hateful at 7.5%.
Recently, as part of the ICWSM Data chal-
lenge, an updated version of this dataset, now
containing 100k was made available in text
format.

5. WARNER Dataset: The constituent data was
collated by (Warner and Hirschberg, 2012)
from Yahoo News Group and URLs from
the American Jewish Society. It contains
9000 paragraphs, manually annotated into
seven (7) categories (anti-semitic, anti-black,
anti-Asian, anti-woman, anti-Muslim, anti-
immigrant or other hate(anti-gay and anti-
white)). It doesn’t seem to be publicly avail-
able.

2https://github.com/t-davidson/hate-s
peech-and-offensive-language

3https://hatebase.org/
4https://www.figure-eight.com/
5https://dataverse.mpi-sws.org/dataset.

xhtml?persistentId=doi:10.5072/FK2/ZDTE
MN

https://github.com/ZeerakW/hatespeech
https://github.com/t-davidson/hate-speech-and-offensive-language
https://github.com/t-davidson/hate-speech-and-offensive-language
https://hatebase.org/
https://www.figure-eight.com/
https://dataverse.mpi-sws.org/dataset.xhtml?persistentId=doi:10.5072/FK2/ZDTEMN
https://dataverse.mpi-sws.org/dataset.xhtml?persistentId=doi:10.5072/FK2/ZDTEMN
https://dataverse.mpi-sws.org/dataset.xhtml?persistentId=doi:10.5072/FK2/ZDTEMN
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6. DJURIC Dataset: (Djuric et al., 2015) col-
lected comments from the Yahoo Finance
website. 56,280 comments were labeled as
hateful while 895,456 labeled as clean from
209,776 users.

7. NOBATA Dataset: The authors in (Nobata
et al., 2016) collected data from Yahoo Fi-
nance and News comment section. Their
definition of abusive language conflates hate
speech, profanity and derogatory language. It
was labelled as clean or abusive by Yahoo
employees. In the primary dataset, 7.0% of
Finance and 16.4% News comment were la-
belled as abusive. In the temporal dataset,
3.4% of Finance and 10.7% News comment
were labelled as abusive. The dataset was re-
ported to be at https://webscope.sandbox
.yahoo.com/, however it currently cannot be
found. They reported an annotation agreement
rate of 0.867 and Fleiss Kappa of 0.401.

8. ZHANG Dataset6: The authors in (Zhang
et al., 2018) created a dataset using refugee
and muslim specific words and hashtags from
Twitter. The dataset contains 2,435 tweets
with 414 labelled as hate and 2,021 labelled
as non-hate. The dataset was initially pub-
licly available but not anymore due to the data
sharing policy of the authors’ institution.

9. QIAN Dataset7: (Qian et al., 2019) collected
data from Reddit and Gab including interven-
tion responses written by humans. Their data
preserves the conversational thread as a way
to provide context. From Reddit, they col-
lect 5,020 conversations which includes a to-
tal of 22,324 comments labelled as hate or
non-hate. 76.6% of the conversations contain
hate speech while only 23.5% of the com-
ments are labelled as hateful. They were
mined from known toxic subbreddit using
hate keywords. Similarly, from Gab, they col-
lected 11,825 conversations containing 33,776
posts. 94.5% of the conversations contained
hate speech while about 43.2% of the com-
ments are labelled as hateful. Each entry in
the dataset is a conversation of several indexed

6https://github.com/ziqizhang/data#hat
e

7https://github.com/jing-qian/A-Bench
mark-Dataset-for-Learning-to-Intervene-i
n-Online-Hate-Speech

comments. The index (in another column) is
used to identify which comment is considered
hateful, then a response intervention is pro-
vided. The entries with no hate speech do not
have an intervention response. The number of
responses do not correspond to the number of
hateful comments in the conversation. There-
fore, a conversation with 5 hateful comments
can have just 3 responses to intervene.

10. HATEVAL Dataset8: This is a very small
dataset for detecting hate speech against
women and immigrants. It contains English
and Spanish tweets labelled into hateful or not
hateful.

In other languages, hate speech detection re-
search have also progressed.

11. ROSS Dataset9: (Ross et al., 2017) collected
and annotated 541 German tweets with key
hashtags on the refugee crisis that could be of-
fensive. The tweets were rated on their level of
offensiveness on a 6 point Likert scale. They
reported a Krippendorff’s alpha from 0.18 to
0.29.

12. BENIKOVA Dataset10: (Benikova et al.,
2018) contains 36 German tweets with 33%
labelled as hatespeech and 67% as non-
hatespeech.

13. VIGNA Dataset: (Vigna et al., 2017) labeled
17,567 Facebook comments from 99 posts as
No hate, Weak hate and Strong hate. They
recorded a Fleiss’ kappa inter-annotator agree-
ment metric of 0.19 with 5 annotators. It
doesn’t seem to be publicly available.

14. EVALITA Dataset11: EVALITA12 published
two datasets in Italian in 2018 and 2020 for a
shared task in hate speech detection.

15. TULKENS Dataset: (Tulkens et al., 2016)
crawled and collected data from comments
on Dutch Facebook pages most likely to con-
tain derogatory statements such as a Belgian
anti-islamic organization and a right-wing or-
ganization. They recorded an inter-annotator

8https://competitions.codalab.org/com
petitions/19935#phases

9UCSM-DUE/IWG hatespeech public
10github.com/MeDarina/HateSpeechImplic

it
11https://github.com/msang/haspeede
12"http://www.evalita.it/2020"

https://webscope.sandbox.yahoo.com/
https://webscope.sandbox.yahoo.com/
https://github.com/ziqizhang/data#hate
https://github.com/ziqizhang/data#hate
https://github.com/jing-qian/A-Benchmark-Dataset-for-Learning-to-Intervene-in-Online-Hate-Speech
https://github.com/jing-qian/A-Benchmark-Dataset-for-Learning-to-Intervene-in-Online-Hate-Speech
https://github.com/jing-qian/A-Benchmark-Dataset-for-Learning-to-Intervene-in-Online-Hate-Speech
https://competitions.codalab.org/competitions/19935##phases
https://competitions.codalab.org/competitions/19935##phases
UCSM-DUE/IWG_hatespeech_public
github.com/MeDarina/HateSpeechImplicit
github.com/MeDarina/HateSpeechImplicit
https://github.com/msang/haspeede
"http://www.evalita.it/2020"
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agreement using the Cohen Kappa score of
0.60. The train set contains 5,424 comments
while the test set contains 607 comments la-
belled as non-racist and racist. The dataset is
not publicly available, however the dictionary
used can be accessed at https://github.c
om/clips/hades

Finally, since hate speech can occur in dif-
ferent modes such as text, images, audio and
video, there are some multimodal datasets to
address this issue:

16. MMHS150K Dataset13: (Gomez et al., 2019)
made publicly available a multimodal (image
and text) dataset collected from Twitter using
Hatebase terms. It contains 150,000 tweets
manually annotated into six classes of No at-
tacks to any community, Racist, Sexist, Ho-
mophobic, Religion based attacks or Attacks
to other communities.

17. HATEFUL MEMES Dataset: Facebook AI
(Kiela et al., 2020) collected a multimodal
dataset for detecting and classification of hate
speech containing images and text. It was an-
notated using their specific definition of hate
speech. It contains 10k memes with a 5% dev
and 10% test set. The memes belong to the
following classes: multimodal hate (benign
confounders were found for both modalities),
unimodal hate (one or both modalities were
already hateful on their own), benign text con-
founder, benign image confounder, random
non-hateful. A benign confounder is defined
as “a minimum replacement image or replace-
ment text that flips the label for a given mul-
timodal meme from hateful to non-hateful.”
They record a Cohen’s kappa score (inter an-
notators reliability) of 67.2%. The dataset
is available upon joining a currently ongoing
competition14.

4 The Need For A Benchmark Dataset

In the field of ML, benchmark datasets are datasets
used to evaluate or compare the performance of
ML methods on a particular task. It is used

13https://gombru.github.io/2019/10/09/
MMHS/

14https://www.drivendata.org/competiti
ons/64/hateful-memes/page/205/

Datasets Availability Classes/Labels Size Format

1

No Sexual Orientation - -
Race

Disability
Religion

2
Yes Racism 11.69% TweetID

Sexism 20.00%
Neither 68.33%

16,914 tweets

3
Yes Hate Speech 5.77% Raw text

Offensive 77.43%
Neither 16.80%

24k tweets

4

Yes Abusive 11% TweetID
Hateful 7.5%
Spam 22.5%

Normal/None 59%
80,000 tweets

5

No Anti-Semitic
Anti-Black
Anti-Asian

Anti-Woman - -
Anti-Muslim

Anti-Immigrant
Other hate

6 No Hate Speech 5.91% -
Clean 94.08% -

951,736 comments

7 No Abusive 7 %of F + 16.4% of N -
Clean 3.4 %of F + 10.7% of N -

9
Yes Hate Speech 23.5%

Non-Hate Speech 76.5% Raw text
22,324 Reddit comments

9
Yes Hate Speech 43.2%

Non-Hate Speech 51.8% Raw text
33,776 Gab comments

11 Yes 6 Point Likert Scale - -
541 tweets

12
Yes Hate Speech 33% -

Non-Hate Speech 67%
33 tweets

13

No No Hate
Weak Hate
Strong Hate - -

6,031 Facebook comments

15

No Racist
Non-Racist - -

17,567 Facebook comments

Table 1: Analysis of some of the existing hate speech
datasets

by researchers to test how their new ideas per-
form against existing ones (Caruana and Niculescu-
Mizil, 2006) and to objectively measure progress
on a particular problem. The dataset is usually the
only necessary consistent/constant aspect of a study.
Benchmark datasets have been shown in areas like
image processing to be of paramount importance
in enabling research progress and a fair/objective
comparison between studies and proposed methods.
Datasets like CIFAR10, CIFAR100 (Krizhevsky,
2009) and MNIST (LeCun and Cortes, 2010) for
image processing and computer vision were pub-
lished and are maintained by a large research insti-
tution. The CIFAR10 and CIFAR100 have desig-
nated train and test sets, which makes comparison
between studies and proposed methods fair.

https://github.com/clips/hades
https://github.com/clips/hades
https://gombru.github.io/2019/10/09/MMHS/
https://gombru.github.io/2019/10/09/MMHS/
https://www.drivendata.org/competitions/64/hateful-memes/page/205/
https://www.drivendata.org/competitions/64/hateful-memes/page/205/


154

4.1 Dataset Accessibility and Availability

In Table 1, we show the state of availability and ac-
cessibility of some of the discussed datasets. Mak-
ing datasets available on personal repositories is
problematic because the user can take it down at
anytime. For example, a hate speech dataset listed
in (Fortuna and Nunes, 2018) on Annie Thorbun’s
personal github page15 does not exist anymore.
This problem can also occur when a website ad-
dress changes. For example, in (Watanabe et al.,
2018), one of the dataset used was listed to be at
www.crowdflower.com/data-for-everyone/

which now redirects to https://appen.com/reso

urces/datasets/. However, the dataset cannot
be found as at 19th June, 2020

Data degradation occurs when a dataset, pub-
lished in an encrypted format, needs to be re-
generated by the researcher on-demand, does not
produce the same number/amount of data as on the
publication date. This phenomenon occurs with
hate speech data harvested from Twitter and pub-
lished in form of tweetIDs which are identification
number that linked to each individual tweet. In
some cases, the author of the tweet deletes it, or
the account owner deactivates the account, or it
might be reported to Twitter as breaking one of
their guidelines and Twitter takes it down. This has
been reported in (Zhang and Luo, 2018; Arango
et al., 2019). Also (Watanabe et al., 2018), noted
that the WASEEM dataset had only 6,655 tweets
left, out of the 6,909 initially published. (Osho
et al., 2020) reported that for FOUNTA dataset they
only found 69k out of 80k tweets. As compared
to the distribution highlighted in Table 1, the new
distribution over the classes were now 62% normal,
20% as abusive, 14% as spam and 4% as hateful.
The hateful class was even more reduced. Both the
FOUNTA and WASEEM data suffer from data degra-
dation. As at June 2020, we found that the first
batch of WASEEM data was completely degraded
while the second batch has only 2,412 out of 6,090
tweets left. We also found that the FOUNTA data
has 18,943 tweets out of the 80,000 left. The al-
ready minute class of interest bears the brunt of
this phenomena.

For a persistent benchmark dataset to succeed,
we need to make data available in a better format.
The nature of the data and the fact that it provides a
consolidated source of harmful information makes

15https://github.com/anniethorburn/Hat
e-Speech-M

it very tricky. Therefore, we suggest a submis-
sion portal for the data, where each researcher can
request for a copy of the data using a verifiable
email address and then a copy of the benchmark
dataset is sent to them. This might restrict access
for those that might want to use this data for ma-
licious purposes. This service can be provided by
large institutional data repositories like Dataverse16

or ICPSR17.

4.2 Class Imbalance Issue

Unlike most text classification task such as senti-
ment analysis; hate speech detection suffers from a
severe class imbalance issue, with the hate class be-
ing in most cases less than 12% for the multi-class
datasets and less than half of the total dataset for
the binary datasets (Table 1) .

Usually when the classes in a dataset are unbal-
anced, it is because one of the following reasons:
Its either

• the data is rarely occurring (more specifically
the class of interest is rare compared to the
other class(es))

• or the data collection and labelling is difficult,
time consuming and expensive;

• or the overlap between the classes is high.

For the hate speech detection task, it is all of the
above. It becomes increasingly difficult to train ML
algorithms on such small samples, which leads to
subpar performance. The class imbalance problem
is probably inevitable when collecting data, as there
is an estimated maximum of 3% derogatory tweets
on Twitter (Founta et al., 2018). Thus, the open
question of whether to work with the dataset in its
unbalanced form or to look into methods to make
it balanced remains unanswered. It is desirable to
develop a model that does a good job in identify-
ing hateful instances even with the small sample
size. Certainly, such a model will perform well in
real life scenarios during deployment. Therefore
a naturally occurring question is; Are the methods
for learning with a small data size more easily ac-
cessible and less computationally expensive than
methods for reducing the class imbalance? It is
worthwhile to look into both and compare. Several
studies (Davidson et al., 2017; Founta et al., 2019;

16https://dataverse.org/
17https://www.icpsr.umich.edu/web/page

s/index.html

www.crowdflower.com/data-for-everyone/
https://appen.com/resources/datasets/
https://appen.com/resources/datasets/
https://github.com/anniethorburn/Hate-Speech-M
https://github.com/anniethorburn/Hate-Speech-M
https://dataverse.org/
https://www.icpsr.umich.edu/web/pages/index.html
https://www.icpsr.umich.edu/web/pages/index.html
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Madukwe and Gao, 2019; Mozafari et al., 2020;
Zhang et al., 2018) have used the datasets in its
unbalanced form with the claim that since this is
the naturally occurring state, it shouldn’t be altered.
However, we argue that this is not advantageous
to existing supervised ML algorithms that depend
on a large supply of data with balanced classes for
optimum performance. Similarly, (Swamy et al.,
2019) showed that models generalize better when
trained on data containing a high amount of sam-
ples in the positive class which also unfortunately
the minority class in most datasets.

Since the collection and annotation of data for
this task is time-consuming, expensive, error-prone
with low yield, we recommend more studies into
the best way to augment existing data. This would
assist in increasing the data size and inadvertently
solving the class imbalance problem. A few studies
have discussed and proposed solution for augment-
ing related datasets (Chung et al., 2019; Karatsalos
and Panagiotakis, 2020; Sharifirad et al., 2018).
However, employing data augmentation as a pre-
processing step to cater to the class imbalance prob-
lem will lead to an unfair comparison amongst
other proposed solutions as there are wide of aug-
mentation techniques. Also, data augmentation
methods such as oversampling the minority class
not done right (Agrawal and Awekar, 2018), will
introduce bias into the model (Arango et al., 2019).
Another suggestion is to look into ML methods that
are unaffected by the class size such as one-class
and active learning. Rigorous investigations are
required to answer the question of how to handle
class imbalance in hate speech datasets.

4.3 Varying Definitions and How it Affects
Annotation

It is known that there are varying definitions of
hate speech, however there are some consistencies
amongst them. (Fortuna and Nunes, 2018) have
analysed some available definitions of hate speech
and highlighted the major similarities amongst
them. Specifically, hate speech:

• has a specific target.

• incites violence or hate.

• attacks or diminishes.

• can contain humor or sarcasm.

Varying definitions imply that, of course, it
might be impossible to rid social media platforms

completely of hateful instances. Despite this fact,
the agreed upon similarities is a good place to start.
Currently, existing datasets are affected by these
variations because the annotations are powered by
the definitions. Thus, similar instances can fall
under different annotation categories. (Ross et al.,
2017) investigated the effects of the presence and
absence of a definition during annotation on the an-
notation reliability of a hate speech dataset. They
conclude that hate speech requires a stronger defi-
nition. Similarly, (Fortuna et al., 2020) empirically
find that most of the publicly available datasets are
incompatible due to different definitions assigned
to similar concepts.

In order to measure the annotation reliability of
the labels in a dataset, a numerical index known as
the Inter-Rater/Inter-Coder/Inter-Annotator Agree-
ment (Artstein and Poesio, 2008) is usually adopted.
The studies that collected data, use it to measure the
level of agreement among their annotators on the
labels they chose for each text or sentence. Exam-
ples of this score are Fleiss (Fleiss, 1971) or Cohens
(Cohen, 1960) Kappa. This score is affected by an-
notator bias and imbalance in the classes making
it unreliable. In addition, different studies sug-
gest different thresholds for acceptable annotation
(Di Eugenio and Glass, 2004; Artstein and Poesio,
2008). As can be seen from the datasets highlighted
in Section 3, the annotation reliability is relatively
low. In (Awal et al., 2020), the authors propose a
framework to analyse the annotation inconsistency
in the WASEEM, DAVIDSON and FOUNTA dataset.
They found major inconsistencies in the labels of
all the three dataset most especially in FOUNTA

dataset where duplicate tweets exists in great num-
ber and the exact same tweet can have opposing
labels. ML models built on this data will find it
difficult to learn anything useful. Additionally, us-
ing different names for the same concept can be
misleading. (Waseem et al., 2017) examined the re-
lationship between abusive language, hate speech,
cyberbullying and trolling. A lax use of typology
affects annotation. For example in (Wiegand et al.,
2019) they conflated the racism and sexism class
in WASEEM data into one class and changed the
labels to Abuse and No Abuse.

4.4 Conflating Classes/Labels

Hate speech datasets sometimes have very similar
labels and some studies merge some of them to-
gether into one class, often as a way to combat the
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level of class imbalance. However, this conflation
could negatively affect research progress as distinc-
tion between them is very necessary. One example
is the DAVIDSON data with the Offensive and Hate
class or the WASEEM data with the Racist and Sex-
ist class. Classes in the DAVIDSON data were con-
flated in (Zhang and Luo, 2018; Zhang et al., 2018)
where they merged the Hate and Offensive class
into one class while (Miok et al., 2019) conflated
the Offensive and Neither class into a Non-hate
class. (Watanabe et al., 2018; Wiegand et al., 2019)
conflated classes in the WASEEM data and for the
FOUNTA data, (Davidson and Bhattacharya, 2020)
deleted the Spam class and conflated the Hate and
Abusive Class into Abusive.

These last two sections (4.3 and 4.4) affect the
typology used in this research. There aren’t any
enforced or strict demarcations, therefore the use of
varying terms to mean one thing negatively affects
research progress. An author searching for hate
speech data or studies, might miss out on ones
that used abusive language or toxic comment as
an umbrella term encompassing several paradigms.
We suggest that the terms be used strictly following
the available definitions. Similar to suggestion in
(Davidson et al., 2017), offensive language is not
the same as hate speech and should not be merged.
Also, abusive language and cyberbullying should
not be merged with hate speech.

4.5 Varying Preprocessing Steps and
Train-Test Splits

Social media data is often very noisy since it is
a user-generated data. Different researchers have
employed varying steps to clean the data in prepa-
ration for an ML algorithm. We show that these
choice of steps can affect the data size, therefore
obstructing an objective comparison between stud-
ies even more. Table 2 shows a few papers using
three commonly used hate speech datasets and the
preprocessing applied which leads to variations that
negatively affect a fair comparison. Some of the
existing studies select different train-test splits such
as 70:30 or 80:20, some do a train-test-validation
split of 70:15:15 or 60:20:20 or 80:10:10 while
some do a 10-fold or 5-fold cross validation. This
varying setting means that fair comparison amongst
studies is not possible except if every researcher
reruns all existing studies they wish to compare
with. This is both impractical and costly.
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4.6 What Makes a Dataset Benchmark

Here, we highlight factors that qualifies a dataset
to be considered as benchmark.

• A publicly available dataset: The dataset
should be considerably easy to access by po-
tential researchers. This will increase the
chances of these researchers to use the dataset
to measure the performance of their proposed
methods.

• Consistent Train-Test-Validation Split: Like-
wise, this will contribute to fairer comparison
between studies.

• Accessible data format: The data should
preferably be in a format that does not de-
grade or change in time. Therefore the exact
same dataset is available to Researcher A now
and Researcher Z later.

• Absence of bias: A benchmark data lacks (for
the most part) bias. A benchmark dataset for
hate speech detection needs to be devoid of
racial (Davidson et al., 2019; Sap et al., 2019),
gender (Park et al., 2018) or intersectional
(Kim et al., 2020) biases. Bias introduced by
the data collection process was discussed in
(Wiegand et al., 2019). Likewise, (Waseem
et al., 2018) noted that more than 2k tweets
in the DAVIDSON dataset, written in African
American Vernacular English were labeled
as hateful or offensive simply because they
used the n-word. A diverse group of annota-
tors would have significantly reduced this bias.
In (Arango et al., 2019), they showed that a
bias in user distribution adversely affected the
generalization ability of the proposed mod-
els. Therefore, it is important that benchmark
dataset are not biased towards particular users
and that information on the distribution of the
users whose tweets make up the dataset are
provided in an anonymized format. (Davidson
and Bhattacharya, 2020) reported that in the
FOUNTA dataset, there are several duplicated
tweets which can introduce a strong bias in
the model as some instances are contained in
both the training and testing sets.

• A common evaluation method/metric: Differ-
ent studies use different metrics which affect
comparison without re-implementation which

Datasets Publicly
Available

Consistent
Split

Accessible
data format

Common
Evaluation Metric Unbiased Pre-processed

WASEEM 3 7 7 7 7 7

DAVIDSON 3 7 3 7 7 7

FOUNTA 3 7 7 7 7 7

QIAN 3 7 3 7 7 7

HATEVAL 3 7 3 7 7 7

Table 3: Benchmark criteria met by datasets

might not be feasible if the said method is ex-
pensive to re-implement. Also, some metric
choices do not reflect the true performance of
the proposed methods.

(Olteanu et al., 2017) argues for evaluation
metrics that are directly proportional to user
perception of correctness, thus more human-
centered.

• It should be preferably pre-processed to an
extent. If this is not feasible, then the authors
should endeavor to make their pre-processing
code public so that other researchers can apply
it to keep the resulting dataset consistent and
uniform.

Table 3 highlights the existing publicly available
datasets and the benchmark criteria they fulfil.
From this summary, it is clear that there currently
exits no benchmark hate speech detection dataset.

5 Discussions and Implications for future
research

First, we want to encourage researchers to put
in more efforts towards a less biased, benchmark
dataset taking the prior discussed factors into con-
sideration.

Second, we also implore social media platforms
to make the access easier for researchers.

Collaboration with these platforms is also an-
other way to ensure better data sharing. Twitter
has been known to release datasets for research
purposes18 (Vidgen et al., 2019).

We suggest that all datasets are anonymized be-
fore release because some of the username left in
the dataset have ended up in research publications;
which is a glaring ethical breach. Although some
studies have extracted user information as a feature,
we argue that it constitutes some ethical concerns
and should be avoided. For a more in-depth sur-
vey on the issues surrounding social data bias see
(Olteanu et al., 2019).

18https://www.wired.com/story/twitters
-disinformation-data-dumps-helpful/

https://www.wired.com/story/twitters-disinformation-data-dumps-helpful/
https://www.wired.com/story/twitters-disinformation-data-dumps-helpful/
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Also, we purport that the specific terms be used
to avoid confusions and conflations of ideas. Even
better, a clear definition should be provided on what
the researcher defines a term as, e.g. what is offen-
sive, abusive, or hate speech for the researcher. Un-
necessary conflations dampens the research efforts.
Moreover, a clear demarcation should be made for
for proposed methods to solve hate speech, abusive
language and cyberbullying detection. Their char-
acteristics differ and proposed solutions might not
generalize.

Finally, making codes public is always in best
interest of the research community and when that is
not possible, the hyperparameter choices and other
necessary settings should be reported to support
replicability of research work.

6 Conclusion

This work assisted in understanding the limitations
of existing hate speech data for future research and
the way forward. The contributions of this work
include:

• Recommendation on a better approach to
make datasets publicly available in the future.

• Requirements for any future re-
searcher/organization interested in collecting
and labelling data

– Persistently publicly available
– Consistent train-test split
– Less bias
– Lack of data degradation
– Common evaluation metric
– Basic pre-processing

These suggestions can be easily applied to other
NLP applications apart from hate speech detection
that require real-world datasets. We acknowledge
the fact that an unbiased dataset does not exist,
however, there are steps to be taken to make them
less biased. Finally, even though we might have
highlighted limitations in datasets and approaches,
it is not meant as a negative criticism of the authors
or their work. We acknowledge that their individual
and collective efforts have brought us so far in this
research area.

Acknowledgements: The authors are grateful
for the insightful comments from the reviewers that
helped improve this work.
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