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Introduction

Digital technologies have brought myriad benefits for society, transforming how people connect,
communicate and interact with each other. However, they have also enabled harmful and abusive
behaviours to reach large audiences and for their negative effects to be amplified, including interpersonal
aggression, bullying and hate speech. The negative effects are further compounded as marginalised and
vulnerable communities are disproportionately at the risk of receiving abuse. As policymakers, civil
society and tech companies devote more resources and effort to tackling online abuse, there is a pressing
need for scientific research that critically and rigorously investigates how they are defined, detected,
moderated and countered.

Over the last few years there has been a rise in interest in using Natural Language Processing (NLP)
to address online abuse at scale. In order to develop robust, long-term technological solutions for this
problem, we need perspectives from beyond computer science, including a diverse range of disciplines
such as psychology, law, gender studies, communications, and critical race theory. Our goal with the
Workshop on Online Abuse and Harms (WOAH, formerly the Workshop on Online Abusive Language,
ALW) is to provide a platform to facilitate the interdisciplinary conversations and collaborations that are
needed to effectively and ethically address online abuse.

Each year, we choose a theme for our workshop that guides the talks and panel discussions. In previous
years we have focused on human content moderators, the policy aspects of tackling online abuse, and
the stories and experiences of those who have received large amounts of online abuse. The themes do
not limit what original research is presented at the workshop, rather it helps to frame the discussions
by providing a particular lens. For this year, we have chosen to focus on Social Bias and Unfairness in
Online Abuse Detection. We continue to highlight the need for research that emphasizes the disparate
harms that content moderation systems create and propagate.

With content moderation systems being researched and deployed more widely, there is a growing
need to critically consider how they unequally impact different communities and drive processes of
marginalisation. To this effect, we have expanded the remit of WOAH, introducing a new track for civil
society reports to encourage civil society actors to submit and present their work. Moreover, for practical
considerations of bias in content moderation, we conceptualised shared explorations - a type of shared
task that emphasizes the critical investigation of datasets over leaderboards.
To situate the Workshop around the theme of social biases, we have invited speakers to highlight different
ways in which content moderation systems can be vehicles of oppression against marginalised people.

In addition, in the interest of increased engagement with the civil society, we organized a satellite session
of the workshop at RightsCon 2020, the biggest international conference at the intersection of human
rights and digital technologies. Our session consisted of a panel discussion including computer scientists,
human rights scholars, and social scientists, and was attended by over 100 human rights scholars and
activists from across the world. We include a RightsCon session report in the proceedings to summarize
the main themes of insights emerged from the discussion in the satellite session.

During the Workshop we will have a multi-disciplinary panel discussion where experts will debate and
contextualize the major issues facing computational analysis of online abuse, with a specific focus on
systemic biases that are propagated by content moderation systems. This session will be followed by
paper Q&A sessions, facilitating discussions around the research papers described in these proceedings.
Due to the virtual nature of this edition of the workshop, we have gathered papers into five thematic
panels to allow for more in-depth and rounded discussions.
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Continuing the success of the past editions of the workshop, we received 53 submissions. Our
submissions come overwhelmingly from academics with 42 submission from academics, 3 from civil
society, and 7 from industry. To encourage submissions from social scientists and civil society, we
constructed two submission tracks that allowed for unarchived submissions: Extended abstracts and
reports. Following a rigorous review process, we selected 24 submissions to be presented at the
workshop. These include 3 extended abstracts, 12 long papers, 4 short papers and 2 reports. The authors
of all accepted papers are given an opportunity to expand their work into full journal articles, considered
for publication in a forthcoming special issue on online abuse and harms in the journal First Monday.1

The accepted papers deal with a wide array of topics; critically investigating existing approaches
to tackling online abuse, interrogating the uses and implications of classification systems, proposing
new datasets, models and extending online abuse detection to new languages, contexts and types of
abuse. Three of the accepted papers incorporate social science perspectives, a significant improvement
compared with the last two iterations of WOAH. The five panels capture the most important focuses of
the submissions: Methods for classifying online abuse (including Transformer-based models and new
model architectures), Technical challenges in classifying online abuse, Biases in abusive content training
datasets, New datasets and resources for tackling online abuse, and Ways of tackling online abuse.

The authors in these proceedings are also geographically diverse, representing work from 10 countries
(based on affiliations): Australia, Canada, France, Germany, New Zealand, Norway, Russia, Turkey,
United Kingdom, and the United States.

With this, we welcome you to the Fourth Workshop on Online Abuse and Harms and look forward to a
day filled with spirited discussion and thought provoking research!

Bertie, Seyi, Vinod, and Zeerak

1https://www.workshopononlineabuse.com/cfp/first-monday-special-issue
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