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Introduction

Language and vision research has attracted great attention from both natural language processing (NLP)
and computer vision (CV) researchers. Gradually, this area is shifting from passive perception, templated
language, and synthetic imagery or environments to active perception, natural language, and photo-
realistic simulation or real world deployment. Thus far, few workshops on language and vision research
have been organized by groups from the NLP community. We organize the first workshop on Advances in
Language and Vision Research (ALVR) in order to promote the frontier of language and vision research
and to bring interested researchers together to discuss how to best tackle and solve real-world problems
in this area.
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Workshop Program

Workshop schedule details: https://alvr-workshop.github.io

The workshop also holds the first Video-guided Machine Translation (VMT) challenge and the REVERIE
challenge. The VMT challenge aims to benchmark progress towards models that translate source lan-
guage sentence into the target language with video information as the additional spatiotemporal context.
The challenge is based on the recently released large-scale multilingual video description dataset, VA-
TEX. The VATEX dataset contains over 41,250 videos and 825,000 high-quality captions in both English
and Chinese, half of which are English-Chinese translation pairs. The REVERIE challenge requires an
intelligent agent to correctly localize a remote target object (cannot be observed at the starting location)
specified by a concise high-level natural language instruction, such as “bring me the blue cushion from
the sofa in the living room”. Since the target object is in a different room from the starting one, the
agent needs first to navigate to the goal location. When the agent determines to stop, it should select one
object from a list of candidates provided by the simulator. The agent can attempt to localize the target at
any step, which is totally up to algorithm design. But the agent is only allowed to output once in each
episode, which means the agent only can guess the answer once in a single run.
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