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Abstract

Aspect-Based Sentiment Analysis (ABSA)
has gained much attention in recent years.
ABSA is the task of identifying fine-grained
opinion polarity towards a specific aspect as-
sociated with a given target. However, there
is a lack of benchmarking platform to provide
a unified environment under consistent evalu-
ation criteria for ABSA, resulting in the dif-
ficulties for fair comparisons. In this work,
we address this issue and define a benchmark,
ABSA-Bench1, by unifying the evaluation pro-
tocols and the pre-processed public datasets
in a Web-based platform. ABSA-Bench pro-
vides two means of evaluations for participants
to submit their predictions or models for on-
line evaluation. Performances are ranked in
the leader board and a discussion forum is sup-
ported to serve as a collaborative platform for
academics and researchers to discuss queries.

1 Introduction

Aspect-based sentiment analysis (ABSA) has
gained a lot of attention in recent years from both
industries and academic communities as it pro-
vides a more practical solution to real life prob-
lems. The goal of ABSA is to identify the aspects
and infer the sentiment expressed for each aspect.
For example, given a sentence I hated their ser-
vice, but their food was great, the sentiment polar-
ities for the aspect service and food are negative
and positive respectively. Conventional techniques
for ABSA are mostly traditional machine learning
models based on lexicons and syntactic features
(Jiang et al., 2011; Kiritchenko et al., 2014; Vo and
Zhang, 2015). Therefore, the performance of such
models depend on hand-crafted features. Recent
progresses have been made with the advancement
of Deep Neural Networks (DNN) with some of
the models being considered as state-of-the-art (Xu

1https://absa-bench.com/

Figure 1: The General Process of ABSA

et al.). Among them, attention mechanism has
played an important role outperforming previous
approaches by paying more attention to the con-
text words that are semantically-closer with the as-
pect terms (Luong et al., 2015; Wang et al., 2016;
Chen et al., 2017; Liu et al., 2018; Ma et al., 2017).
The most recent approaches adopted pre-trained
Bidirectional Encoder Representations from Trans-
formers (BERT) architecture (Devlin et al., 2019;
Xu et al.) generating significant performance gaps
to other approaches due to BERT’s capability of
capturing bi-directional contextual information and
providing rich token-wise representation. Introduc-
ing BERT architecture into ABSA task naturally
distinguishing the approaches to Non-BERT based
models and BERT-based models. Figure 1 depicts
the general processes of both of the two groups of
supervised ABSA methods.

Although this research area has gained much
attention in recent years, it lacks of unbiased com-
parisons overall. As deep learning based models
perform differently on various hardware on differ-
ent deep learning tools, existing works typically
chose to either re-run or re-implement the selected
comparative models under their own experimental
environment. We also observe few works directly
referring the results presented in the corresponding



papers for comparison. This makes it difficult to
have a general overview of the performances of
the state-of-the-art models and has motivated us to
build a benchmarking platform for ABSA research.

Existing benchmarking research works are
mostly conducted on evaluating single tasks and
none of them support aspect-based sentiment anal-
ysis (Rajpurkar et al., 2016, 2018; Choi et al., 2018;
Wang et al., 2019; Aguilar et al., 2020; Zhu et al.,
2018). In this project, we fill this gap by proposing
a unified evaluation process and building a united
platform for comparing different ABSA models.
We name our work as ABSA-Bench. ABSA-Bench
particularly focuses on supervised approaches and
is suitable for both DNN-based and conventional
models. It provides two means of evaluations
namely, Results Evaluation and Model Evalua-
tion. Results evaluation is done by comparing the
ground-truth with the model-generated predictions
submitted by the researchers. Model evaluation
supports the model submission and online evalu-
ation which keeps the integrity of the predictions
in a better way. To aid the model evaluation, a
Web based tool is developed to provide an objec-
tive evaluation environment. The background com-
putation power of ABSA-Bench is supported by
the Google Cloud Platform (GCP)2. After evalua-
tion, the performance results are then ranked in the
ABSA-Bench leader board. ABSA-Bench further
supports a discussion forum for queries, comments
and discussions regarding the model implementa-
tions, performances, ranking and new ideas.

To the best of our knowledge, this is the first
platform created with diverse functionalities to sup-
port the understanding of the state-of-the-art ABSA
works. The contributions of the work includes:
i) providing a unified ABSA evaluation platform
which enables researchers to evaluate their models
on the same benchmark dataset with a consistent
metric under the same computation environment; ii)
supporting a leader board for easy comparison, and
a discussion forum for sharing ideas; iii) presenting
the comparisons of several recent research works
based on their performances on the ABSA-Bench
platform through a re-run or re-implementation.

2 Related Works

The related benchmarking platforms for natural
language processing models can be categorized
into two groups: single task benchmarks and mul-

2https://cloud.google.com/

tiple tasks benchmarks. SQuAD (Rajpurkar et al.,
2016, 2018)3 is a representative benchmark for a
single task. It provides a platform for evaluating
question answering models on the SQuAD dataset.
Researchers could either submit the prediction re-
sults or their models which will be run on CodaLab
Worksheets4. A leader board ranks the perfor-
mances of all the evaluated models. QuAC (Choi
et al., 2018)5 imitates SQuAD, but for context-
aware question answering models for which the
questions and answers are provided in the dialogue
form. GLUE (Wang et al., 2019)6 provides a col-
lection of tools for evaluating the natural language
understanding models across a diverse set of ex-
isting tasks. It allows researchers to submit their
prediction files for comparison. Error analysis is
also enabled. LinCE (Aguilar et al., 2020)7 is a cen-
tralized benchmark for linguistic code-switching
evaluation that combines ten corpora covering four
different code-switched language pairs and four
sub-tasks. Similar to GLUE, LinCE enables result
submission, but does not support online model exe-
cution. TextGen (Zhu et al., 2018) is a benchmark-
ing platform to support research on open-domain
text generation models. It implements a majority
of text generation models and aims to standardize
the research in this field. However, TextGen does
not allow online submission and evaluation.

ABSA-Bench is the most akin to SQuAD but
unlike SQuAD, it focuses on ABSA task. ABSA-
Bench provides two means of evaluations that is
similar to SQuAD and QuAC. The online evalua-
tion in ABSA-Bench is supported by JupyterHub
which has key features like customization, flexibil-
ity and scalability. This distinguishes it from other
similar platforms. JuptyerHub also serves a vari-
ety of environments. It can be easily containerised
with any container, therefore can be scaled up for
a greater number of users. A number of authen-
tication protocols such as OAuth and GitHub are
also supported, making it flexible for users. ABSA-
Bench also supports an online discussion forum for
researchers to exchange their ideas.

There are relatively less research efforts on pro-
viding a comprehensive benchmarking platform
for multiple NLP tasks. DecaNLP (McCann et al.,

3https://rajpurkar.github.io/SQuAD-explorer/
4https://worksheets.codalab.org/
5http://quac.ai/
6https://gluebenchmark.com/
7https://ritual.uh.edu/lince/home



2018)8 is the only one found in this category. It
spans ten NLP tasks and recasts these tasks as
question answering over a context using automatic
transformations. Therefore, DecaNLP evaluates
the models under the rubrics of assessing question
answering models. DecaNLP considers the general
sentiment analysis, but does not include ABSA.

3 Taxonomy and the Models

Aspect based sentiment analysis is a fundamental
task in sentiment analysis research field (Pontiki
et al., 2014) which comprises of three sub-tasks:
aspect extraction, sentiment extraction and aspect
based sentiment classification. In recent years,
deep neural network has gained a lot of attention
in solving the problem of ABSA. More recently,
BERT (Devlin et al., 2019), has shown its effective-
ness to alleviate the effort of feature engineering
and has shown state-of-the art results in the given
task. However these performance improvements
have been achieved at a high computational cost.
As a result these models are costly to train and eval-
uate. To have a better understanding of the large
number of DNN based ABSA models, a categoriza-
tion is utmost essential. Therefore, a taxonomy has
been designed in this study which categorises dif-
ferent deep learning supervised technique, diving
all approaches into broadly two categories: BERT
based and Non-BERT based models. Note that we
focus on supervised approaches in this work.

3.1 Models
Although the platform is designed for researchers
to evaluate their models per their own need, we
examined some representative models as examples.

3.1.1 Non-BERT based Models

CNN. We adopt a Convolution Neural Network
model (Xue and Li, 2018) based on convolution
operations and gating mechanisms to represent the
CNN-based ABSA models.
LSTM. A vanilla Long Short Term Memory net-
work represents the vanilla RNN-based models.
TD-LSTM. Target-Dependent LSTM (Tang et al.,
2016a) is a modified LSTM. It consists of two
LSTMs, which models the preceding and subse-
quent contexts surrounding the target words (aspect
terms) respectively so that the contexts in both di-
rections can be used as the feature representations
for classifying sentiment in later stage.

8https://decanlp.com/

TC-LSTM. Target-Connection LSTM (Tang
et al., 2016a) extends TD-LSTM by adding target
connection component in order to capture the inter-
actions between target word and its contexts. This
component is basically a concatenation of word
embedding and target vector at each position.

ATAE-LSTM. The ATtention-based LSTM with
Aspect Embedding (Wang et al., 2016) model ap-
pends the aspect embedding into each word input
vector to capture aspect information. To capture the
inter-aspect dependencies, the aspect-focused sen-
tence representations are fed into another LSTM to
model the temporal dependency.

CABASC. Content Attention Based Aspect based
Sentiment Classification model (Liu et al., 2018)
improves the attention mechanism with the help of
two attention enhancing mechanisms, i.e., sentence-
level content attention and context attention. This
ensures that the model is capable of taking the
word order information, the aspect information and
the correlation between the word and the aspect to
calculate the attention weight and embed them into
a series of customized memories.

IAN. Interactive Attention Network considers at-
tention mechanisms on both the aspect and the con-
text (Ma et al., 2017). It uses two attention-based
LSTM which interactively capture the key aspect
terms and the important words of its context. The
final representation of the sentence is produced by
concatenating the representations of the aspect and
its context, and is then passed to a soft-max layer
for sentiment classification.

MemNet. A Memory Network-based model
(Tang et al., 2016b) adopts an attention mechanism
with multi-hop layers which are stacked to select
abstractive evidences from an external memory.

RAM. The Recurrent Attention mechanism based
on Memory network (Chen et al., 2017) targets the
cases that aspect terms are distant from the corre-
sponding sentiment information. RAM introduces
multiple attentions to distill the related information
from its position-weighted memory and a recurrent
network for sentiment classification.

3.1.2 BERT based Models

BERT-SPC. In this model, a pre-trained BERT
model was fine-tuned with just one additional
layer (Devlin et al., 2019). For down-stream task
like ABSA, the input representation is able to repre-
sent both a single sentence and a pair of sentences.



AEN-BERT. The Attentional Encoder Network
(Song et al., 2019) is built upon a BERT embedding
layer along with an attentional encoder layer and a
target-specific attention layer.
LCF-BERT. In this model (Zeng et al., 2019), a
Local Context Focus (LCF) mechanism is proposed
for aspect-based sentiment classification based on
multi-head self-attention . It utilizes the Context
Features Dynamic Mask and Context Features Dy-
namic Weighted layers to assign more attention
weights to the local context words. A BERT-shared
layer is adopted to capture the internal long-term
dependencies of local context and global context.
BERT-PT. The BERT Post-Training (Xu et al.)
work enhances the performance of fine-tuning of
BERT for Review Reading Comprehension (RRC)
by adding a post-training step. This approach
was then generalised to perform the task of aspect
extraction and aspect sentiment classification in
aspect-based sentiment analysis.

4 The ABSA-Bench

This section introduces the ABSA-Bench platform,
including the two ways of ABSA benchmarking
evaluations provided and our insights into the de-
sign and implementation of ABSA-Bench.

4.1 Evaluating the Results
To evaluate the model’s performance, we provide
a way for researchers to submit their prediction
results on the formatted test set to ABSA-Bench.
The submission file needs to follow the structure
required by ABSA-Bench, which is simply the sen-
tence ID and aspect terms along with the predicted
sentiment polarity. We also make available an eval-
uation script that we will use for the official evalua-
tions. The evaluation script will measure the model
performance based on Macro F1 score, which is
the weighted average of Precision and Recall. It
is usually a more useful accuracy measure when
there is an uneven class distribution which was the
case in our benchmarking dataset.

4.2 Evaluating the Models
The other means of evaluation supported by ABSA-
Bench is model evaluation. We provide a unified
online computation environment for researchers
to train and test their models. We used widely-
adopted JuypterHub9 to which researchers could
submit their model as a Juypter Notebook file.

9https://jupyter.org/hub

Figure 2: The Framework of ABSA-Bench

Once the trained model is submitted, it will get
official scores on the test set. The platform also
provides a documentation to help researchers un-
derstand how to use the platform. Please refer to
Section 4.3.2 for more details.

4.3 The Web-based Platform
In order to enable the above-mentioned evaluations,
we design and implement a Web-based benchmark
platform that enables researchers to evaluate their
ABSA models in a unified environment for fair
comparison. The performances measured in Macro
F -1 score is ranked in the leader board in the plat-
form with a discussion board provided to exchange
ideas among researchers. Specifically, the platform
consists of three primary elements: Leader board,
Evaluation Portal, and Discussion forum. Figure 2
shows these three elements in this platform.

4.3.1 Leader Board
We maintain a leader board in ABSA-Bench based
on the evaluations of some of the state-of-the art
ABSA models so far. The performances of the mod-
els that are submitted by the authors will be added
to the leader board and assigned a proper ranking
position. For a fair comparison, the BERT based
and Non-BERT based models have been ranked
separately with two tabs in the leader board.

4.3.2 Evaluation Portal
The computation power is supported by Google
Cloud Platform which will serve the Jupyter-
Hub that is integrated with our platform. A pre-
configured environment dedicated to ABSA will
be created for participants. This environment will
support complex computations and provide a task
bundle which contains necessary dependencies for



the task and the evaluations. Users need to create
an account and be authenticated to participate in the
challenge. They can train and evaluate their model
in their own work spaces leveraging the resources
provided and managed by system administrators
who can test the submitted prediction files and as-
sess the submitted models under a unified standard.

4.3.3 Discussion forum
A discussion forum is provided for participants
once they create their account.

This will serve as a collaborative environment
where researchers can post queries and collaborate.
It will be especially helpful for new academics
making an initial start in this field. This will save
immense time in resolving concerns through a col-
laborative effort.

5 Performance Comparison

Discussion on the dataset including the motiva-
tion for choice, the implementation settings for the
experiments and an objective comparison of the
results have been presented in this section.

5.1 Data
We adopted SemEval14 Task 4 (Pontiki et al.,
2014) as the benchmarking dataset. This is be-
cause it is the only widely accepted benchmark
dataset for ABSA and has successfully fostered
ABSA research since its release. Although later
SemEval competitions also contain ABSA tasks,
those datasets are derived from the SemEval14 ver-
sion with small updates that deviate the evaluation
purpose from ABSA. Therefore, we retain the orig-
inal version intending to be more focused.

In SemEval14 ABSA task 4, there are two
domain-specific subsets for laptops and restaurants
reviews respectively, consisting of over 6,000 sen-
tences with aspect-level human-authored labels for
evaluation. Each single or multi-word aspect term
is assigned one of the following polarities based
on the sentiment that is expressed in the sentence
towards it: positive, negative, neutral, and conflict.
Restaurants includes annotations for coarse aspect
categories, aspect terms, aspect term- specific polar-
ities, and aspect category-specific polarities. Lap-
top includes annotations for aspect terms and their
polarities. We removed the data with conflict sen-
timent polarity and the ones without aspect terms,
obtaining 1,978 training samples and 600 test for
Restaurants and 1,462 training samples and 411
test samples for Laptop respectively.

Models Restaurants Laptop
CNN 60.25 57.75

LSTM 65.51 55.35
TD-LSTM 68.98 61.87
TC-LSTM 66.72 61.11

ATAE-LSTM 63.72 58.47
CABASC 68.02 62.94

IAN 65.12 60.90
RAM 66.76 59.73

MemNet 61.09 58.01
AEN-BERT 73.76 76.31
BERT-PT 76.96 75.08

BERT-SPC 73.03 72.63
LCF-BERT 81.74 79.59

Table 1: Performances Comparison (F -1 in %) on the
Unified Environment

5.2 Implementation Adjustment

We evaluated some of the state-of-the-art ABSA
models as introduced in Section 3.1. To provide
a unified computation environment, we made nec-
essary adjustments and expect researchers to fol-
low these adjustments and submit their models to
ABSA-Bench for fair comparisons.

For Non-BERT-based models, GloVe10 is
adopted as the pre-trained word embedding. We
have uniformly adjusted the dimension of the hid-
den state vectors as 300 and position embedding
as 100. We initialised the weight matrices with the
uniform distribution U(−0.1, 0.1), and the biases
were initialised to zero. We experimented with a
couple of optimizers and finally selected Adam for
all the models to maintain uniformity. We kept the
learning rate as 2e− 5 and used 1e− 5 as the value
of the L2 regularisation parameter.

For BERT-based models, we used a pre-trained
BERT11 model to generate word vectors of se-
quences. All the models were implemented us-
ing Pytorch framework. Optimal parameters were
selected during the training stage and the best per-
formed models were selected for evaluation. We
kept the default settings for other parameters as set
in the original papers of each work.

5.3 Results

We report the evaluation results in this section, in-
cluding prediction performance, run-time statistics
and model sizes comparisons.

Table 1 reports the Macro F1 score in % of the
examined models. We have compared BERT based
models and Non-BERT based models separately
as BERT based models have larger model sizes.

10https://nlp.stanford.edu/projects/glove/
11https://github.com/google-research/bert



Figure 3: Model Run-Time Comparison

BERT-based models achieved a much higher F1
score in comparison to Non-BERT based models as
did for all the other NLP tasks. LCF-BERT model
provided the best performance among BERT based
models in our experiments. Among all the Non-
BERT base models, CABASC has obtained the
highest F1 score on both datasets. TC-LSTM out-
performs basic LSTM model The results confirm
that the context attention mechanism is more effec-
tive than the position attention mechanism. IAN
outperforms ATAE-LSTM as it not only models the
context representation, but also models the aspect
representation by using attentions mechanism.

Figure 3 illustrates the comparisons of the model
run-time i.e training and evaluation time. Table 2
present the comparisons of the model sizes in terms
of the number of parameters and the size of the
memory used during model training. From Figure
3 and Table 2, we observe the huge differences
in the model sizes and execution times between
BERT-based and Non-BERT based models. It is
worth noting that for our experiments and also in
the original papers, pre-trained BERT models have
been used and therefore the model run time signi-
fies time taken for fine-tuning and down-streaming
the BERT model for particular task.

5.4 Evaluation Discussion

Difference in the performances. Compared to the
values provided by the original papers, the perfor-
mances of the examined models under our bench-
marking environment ABSA-Bench show different
macro F1 scores for all the models. It is easy to
understand that the differences are as results of the
different data pre-processing, implementation set-
tings and evaluation environment. However, it is
difficult to compare the models by just referring
the papers. For example, the Macro F1 value for
RAM is 70.51% for Laptop in (Li et al.) while the

Models Params 106 Memory (MB)
CNN 1.21 10.01

LSTM 7.23 35.61
TD-LSTM 1.44 12.41
TC-LSTM 2.16 14.11

ATAE-LSTM 2.53 16.61
CABASC 1.53 12.61

IAN 2.16 16.18
RAM 6.13 31.18

MemNet 0.36 7.8 2
AEN-BERT 112.93 451.84
BERT-PT 110 450.23

BERT-SPC 109.48 450.58
LCF-BERT 113.61 452.62

Table 2: Mode Size Comparison

Macro F1 value for RAM is 71.35% for the same
dataset in (Zeng et al., 2019). Given a new model
with 71.00% Macro F1 on Laptop, we could not
know whether it is better than RAM or not. This
inconsistency motivates us to build an evaluation
process on under a unified settings. Our platform
aims to overcome these inconsistencies.

Trade-off between the performances and the compu-
tational costs. While BERT based models overall
performed much better than Non-BERT based mod-
els, it is computationally more expensive. Even
though pre-trained BERT models were used in the
experiments, there was a significant increase in the
computational cost which was mainly due to the
huge difference in the parameter size. These mod-
els also limits research to industrial or big-scale
research labs while researchers without the access
to large-scale computation will be constrained with
their experiments.

6 Conclusion and Future work

In this work, we design and implement an ABSA
benchmarking evaluation process by providing two
means of online evaluations and a Web-based plat-
form. Leader board and discussion forums are
enabled to rank the state-of-the-art ABSA research
and share research ideas respectively. We examined
some recent models and compared their actual dif-
ferences under the unified platform ABSABench.
This platform will help to understand the imple-
mentation of different deep learning models per-
forming the task of ABSA. This understanding can
then be utilised to improve the existing models.
We intend to update our benchmarking platform
with new tasks and datasets which will encourage
quantitatively-informed research and learning.
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