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Abstract

Distinguishing informative and actionable
messages from a social media platform like
Twitter is critical for facilitating disaster man-
agement. For this purpose, we compile a multi-
lingual dataset of over 130K samples for multi-
label classification of disaster-related tweets.
We present a masking-based loss function for
partially labeled samples and demonstrate the
effectiveness of Manifold Mixup in the text
domain. Our main model is based on Multi-
lingual BERT, which we further improve with
Manifold Mixup. We show that our model
generalizes to unseen disasters in the test set.
Furthermore, we analyze the capability of our
model for zero-shot generalization to new lan-
guages. Our code, dataset, and other resources
are available on Github.1

1 Introduction

In times of disaster, affected individuals often turn
to social media platforms, such as Twitter or Face-
book, to express their feelings generated by a disas-
ter, update friends and relatives on their status, re-
quest help or supplies, or report useful information
to the disaster response teams. Response organiza-
tions can use social media to increase situational
awareness by providing information about disas-
ter status, ongoing rescue operations, and disas-
ter warnings (Palen and Hughes, 2018). However,
the low entry-barrier of social media platforms,
where everybody can post their own “news” in real-
time, leads to information overload, making it hard
for users to find relevant and useful information
(Reuter et al., 2018). Thus, it is crucial to filter out
the non-informative messages, and to distinguish
among different categories of informative messages
to ensure that a message reaches its target users. In

1https://github.com/JRC1995/
Multilingual-BERT-Disaster

turn, this can help facilitate disaster response and
increase situational awareness.

Towards this goal, in recent years, many works
have focused on disaster-related tweet classifica-
tion (Alam et al., 2018b; Mazloom et al., 2018;
Nguyen et al., 2017; Li et al., 2017; Neppalli et al.,
2018; Caragea et al., 2016, 2011). However, most
of these works have focused on the classification
of English tweets only, with a few notable excep-
tions (Musaev and Pu, 2017; Khare et al., 2018;
Lorini et al., 2019; Torres et al., 2019). We stress
that there are a lot of disaster-prone non-English-
speaking countries, which could benefit from a
multilingual classifier that can be used in real-time
to identify useful information on social media. Fur-
thermore, there is a lack of a large scale standard
multilingual disaster-related dataset for multi-label
classification with diverse disaster types. Against
this background and needs, we make the following
contributions:

1. We aggregate existing datasets into a large dis-
aster dataset using a new annotation scheme.
Furthermore, by utilizing a class-mask (elab-
orated in Section 4.1), we make use of both
binary-classification data and multi-class clas-
sification data in the same training phase.

2. We explore Manifold Mixup (Verma et al.,
2019) in the natural language-based disaster
domain. Manifold Mixup is a regularization
technique originally introduced in computer
vision tasks.

3. We employ Multilingual BERT (Devlin et al.,
2019) to train multilingual classifiers. We
demonstrate its generalization on unseen dis-
asters and its zero-shot transfer-ability to lan-
guages not present in the training data.

https://github.com/JRC1995/Multilingual-BERT-Disaster
https://github.com/JRC1995/Multilingual-BERT-Disaster
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2 Related Work

There are numerous prior works on disaster-related
tweet classification. For example, Imran et al.
(2013; 2015) focus on classifying and extracting ac-
tionable information from disaster-related tweets,
assuming that sufficient labeled tweets from the
ongoing disaster are available for model training.
Later, Imran et al. (2016b) explore real-time clas-
sification of tweets from a target disaster using
models trained on past disasters. Nguyen et al.
(2017) introduce a Convolutional Neural Network
that performs robustly even on out-of-event data
during inference. Other works explore domain-
adaptation that uses labeled tweets from past dis-
asters and unlabeled tweets from an ongoing dis-
aster (Li et al., 2018; Alam et al., 2018a). Kruspe
(2019) take a few-shot learning approach, in which
a disaster-specific model is trained using only a few
(around 10) examples for disaster-related tweet de-
tection. In contrast, we train a universal model
on diverse disaster types for fine-grained classifi-
cation and show that it performs remarkably well
on unseen disaster types without further training
(specifically, it achieves zero-shot generalization
to unseen events). Wang and Lillis (2019) classify
actionable tweets using ELMo contextual word em-
beddings, whereas Ma (2019) uses a monolingual
BERT-based model for disaster-related tweet clas-
sification. In contrast, we work with a multilingual
model, which we compare with multiple baselines,
and augment with Manifold Mixup.

Regarding cross-lingual approaches, Dittrich
and Lucas (2014) present a real-time application
tool for multilingual tweet classification and dis-
aster detection. However, this tool requires a
long training phase with tweets from specific ar-
eas for robust detection, and its multilingual clas-
sifier filters messages based on shallow matching
of pre-selected keywords (and their translations).
Musaev and Pu (2017) construct a multilingual
model for tweet classification using multilingual
Wikipedia articles as knowledge repository. Khare
et al. (2018) also take into account cross-lingual ca-
pabilities, however, this is limited to the fixed few
number of languages that are present in their an-
notated training data and do not generalize to new
languages without further training. M-BERT over-
comes these shortcomings. Similar to us, Lorini
et al. (2019) use multi-lingual word embeddings
for cross-lingual classification, but they use non-
contextual embeddings. Torres et al. (2019) use

contextualized word embeddings for cross-lingual
analysis, but only on limited samples (8K) and
only for two languages (English and Spanish).

A few recent works (Pires et al., 2019; K et al.,
2020) also demonstrate the strong cross-lingual and
zero-shot transfer capabilities of M-BERT, but not
in the disaster domain.

3 Aggregated Dataset

To prepare our large multilingual dataset, we ag-
gregated several resources from CrisisNLP,2 to-
gether with two resources from CrisisLex.3 Specif-
ically, we used Resource #1 (Imran et al., 2016a),
Resource #4 (Nguyen et al., 2017), Resource #5
(Alam et al., 2018c), and Resource #7 (Alam et al.,
2018a) from CrisisNLP, and CrisisLexT6 (Olteanu
et al., 2014) and CrisisLexT26 (Olteanu et al.,
2015) from CrisisLex. The original classes in
each resource, together with the mapping to the
new classes included in our data set, can be seen
in Table 1. Some examples from the dataset are
shown in Table 2. For the dataset construction, the
following classes were included:

1. Casualties and Damage (C & D): This class
consists of tweets related to affected indi-
viduals, displaced people, building collapse,
rescue operations, infrastructure and utilities
damage, needs of affected people, missing
or trapped people, and other topics related to
situational awareness and disaster response.

2. Donation and Volunteering (D & V): This
class consists of tweets related to donations,
volunteering requests, and other needs and
requests targeted to individuals following the
disaster and/or supporting the victims.

3. Caution and Advice (C & A): This class
consists of tweets recommending caution, ex-
pressing warnings, or providing advice regard-
ing the crisis situation. Such tweets are useful
for the affected individuals.

4. Informative (I): This is a general class,
which includes: tweets belonging to any of
the above three classes; tweets with niche cat-
egories that do not fit into the above classes;
tweets with more vague classes (e.g., “other
useful information”); and tweets originally la-
beled with only binary classes such as relevant
or informative.

2https://crisisnlp.qcri.org/
3https://crisislex.org/data-collections.html

https://crisisnlp.qcri.org/
https://crisislex.org/data-collections.html
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Original Class New Class Original Class New Class Original Class New Class
CrisisNLP Resource #1 CrisisNLP Resource #5

Other relevant info. I Disease signs, symptoms C & D, I Other relevant info. I
Displaced people C & D, I Affected People C & D, I Affected individuals C & D, I
Needs of those affected C & D, I Prevention C & A, I Injured or dead C & D, I
Donations of money D & V, I Death Reports C & D, I Vehicle damage C & D, I
Not related to crisis N Disease Transmission I Infrastructure & util. C & D, I
Infrastructure C & D, I Treatment I Volun. & Donation D & V, I
Shelter and supplies D & V, I Displaced people & evac. C & D, I Missing or found C & D, I
Other relevant I Other Useful Info. I CrisisNLP Resource #7
Injured and dead C & D, I Money D & V, I Relevant I
Volunteer or Prof. services D & V, I Caution & Advice C & A, I Not relevant N
Sympathy & emotional N Humanitarian Aid D & V, I CrisisLexT6
Infrastructure & util. C & D, I People missing or found C & D, I on-topic I
Donations supp. & volun. D & V, I Response Efforts C & D, I off-topic N
Not related or irrelevant N Urgent Needs D & V, I CrisisLexT26
Requests for Help/Needs D & V, I Not Informative N Affected individuals C & D, I
Praying N CrisisNLP Resource #4 Not applicable N
Missing, trapped, found C & D, I Other Useful Info. I Donations & volun. D & V, I
Not Relevant N Not related or irrelevant N Sympathy & support N
Informative I Affected Individuals C & D, I Caution and advice C & A, I
Injured or dead people C & D, I Sympathy and support N Infrastructure & util. C & D, I
Infrastructure damage C & D, I Donations and volunteering D & V, I Other Useful Info. I
Personal, sympathy, support N

Table 1: Overview of mappings between the original classes and the new classes.

Examples Original label New label

Another typhoon named internationally as #BOPHA will hit #Southern
#Mindanao. It will be named #Pablo in RP. Oh noooooes!!

Other Useful Info. Informative

#RescuePH Rescue pls family trapped at Blk64 Lot2 Phase2 Dela
Costa Homes V Burgos Montalban Rizal.Family of 4w/2 children. ...”

Affected individuals Casualties & Damage

Methods of prevention of Coronavirus: Use a tissue when coughing or
sneezing, cover your mouth and nose with it, and then get rid of it

Prevention Caution & Advice

Table 2: Examples from the aggregated dataset with the original and new label.

5. Non-Informative (N): This class consists of
all the tweets that are not included in the In-
formative class.

Some of the above classes (for example, Casualties
and Damage) are very broad and could be broken
down into more specific classes. However, keeping
them broad simplifies the aggregation of different
annotation schemes and prevents the formation of
multiple fine-grained but sparse classes.

During aggregation, we treat the first four classes
as mutually exclusive (they are also mutually ex-
clusive with the Non-Informative class). We filter
out duplicate tweets. For duplicates from different
resources that were originally associated with more
than one mutually exclusive classes, we keep only
the first class, based on the order in which classes
are listed above.

Statistics about the final dataset with respect to
the number of tweets per class and per language
are shown in Table 3.

Number of Tweets per Class

C & D D & V C & A I N
16, 235 9, 125 3, 634 79, 473 54, 947

Number of Tweets per Language

English Spanish Italian French Others
123, 406 4, 724 1, 581 666 4043

Table 3: Samples per class and per language.

4 Methods

4.1 Classification Approach

In general, all of our models use a sentence en-
coder to map a tweet to a single vector sentence
representation. The vector is then fed to multi-
ple binary classifiers. Specifically, we train four
classifiers. One classifier distinguishes between
Informative and Non-Informative classes, while the
other three classifiers correspond to the remaining
three classes: Casualties and Damage, Caution and
Advise, and Donations and Volunteers, respectively
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(each classifier predicts whether a tweet belongs to
a particular class or not).

We should note that there are many tweets
belonging to the Informative class, which orig-
inally only had binary classes (informative/non-
informative or relevant/non-relevant). While those
tweets may also belong to one of the more fine-
grained classes, their class could not be determined,
if it was not available in the original resources. In
other words, many of the samples in the dataset are
partially labeled (where the binary “informative”
or “Non-Informative” class is present but the other
fine-grained class information is absent). However,
ignoring all partially labeled tweets would result
in removing nearly half of the data. In order to get
the benefit from the binary-classification-only data
while also enabling the same model to work on
multi-label classification we devise a label mask-
ing strategy. Precisely, the mask is used to ensure
that the loss signal is only propagated from classes
which are annotated. The strategy is discussed in
further details below.

By default, we use the negative class for the three
fine-grained categories as dummy ground-truth for
such cases. We then mask out (i.e., zero out) the
loss from the dummy ground truth cases during
training. For masking the loss from dummy ground
truth, we use a class mask mij (i.e., a mask for the
jth class and the ith sample), where mij is 0 if the
actual jth class ground truth is not present for the
ith sample, otherwise it is 1. Overall, we use binary
cross entropy for each of the classifiers with the
class masks and class weights. The loss function
can be formalized as:

L = − 1

N

N∑
i=1

1

K

K∑
j=1

mij ·(cjyij · logPθ(yij |xi)

+ (1− yij) · log(1− Pθ(yij |xi))) (1)

where K is the number of classes, N is the number
of samples, cj is the class weight for the jth class,
xi is the ith tweet string, θ represents the model pa-
rameters, and Pθ(yij |xi) is the model prediction for
the ith tweet string and the jth class. We use class
weights to handle class imbalance. We consider
the cost of filtering out an important and urgent
tweet to be higher than the cost of including a non-
informative tweet. This is why we bias our model
towards recall by using class-weights of value ≥ 1
for the positive classes. We use a class weight
of 1 for the Informative versus Non-Informative

classes (as they are fairly balanced, with already
a small bias towards the positive class). For the
fine-grained classes, we use the following formula
to find the class weights:

ci =
maxj({count(classj)|classj ∈ C})

count(classi)
(2)

where C = {‘Non-Informative’, ‘Casualties &
Damage’, ‘Donation & Volunteering’, ‘Caution
& Advice’}. We should note here that the loss func-
tion does not take the positive classes as mutually
exclusive since, in principle, a single tweet could
have multiple classes (for example, a tweet could
have both ‘Caution and Advice’ and ‘Casualties
and Damage’).4

4.2 Sentence Encoders
As we focus on supervised learning from large
data, we use some standard text classification mod-
els, such as FastText (Joulin et al., 2017; Mikolov
et al., 2018), CNN (Kim, 2014), XML-CNN (Liu
et al., 2017), and BiLSTM (Adhikari et al., 2019)
as baseline sentence encoders. We compare them
with M-BERT (Devlin et al., 2019) encoders.

Manifold Mixup. We also adopt Manifold Mixup
(Verma et al., 2019) in our main model (M-BERT).
Mixup (Zhang et al., 2018) was originally intro-
duced in the image classification domain as a data
augmentation based regularization technique. The
original technique augments data by linearly in-
terpolating two different input data samples and
their associated classes. In effect, this helps make a
model more robust by inducing a linear behavior in-
between training samples. Guo et al. (2019) show
that Mixup both at the level of word embeddings
and at the level of sentence embeddings (output of
sentence encoder) is effective for text classification.
Manifold Mixup is a more recent variant of the
original input Mixup, where the hidden states of
two different data samples, along with their associ-
ated classes, are linearly interpolated. To do this, a
mixup ratio λ is sampled from a Beta distribution,
as: λ ∼ Beta(α, α).

Next, a hidden layer l is randomly chosen for
mix up. Let hli be the randomly chosen lth hidden

4Even though the classifiers are not mutually exclusive,
the annotated classes (excluding the more general informative
class) are kept mutually exclusive because there were not
many multi-label annotations in the original data and most
tweets tend to belong to only one of the specific classes. One
could also use mutually exclusive classifiers with the given
data.
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Model F1 (mean, std) F1 (mean, std)

Meteor (802) Cyclone (2, 473)

FastText 73.79± 0.55 81.81± 0.67
FastTexthier 74.61± 1.19 81.59± 0.50
CNN 66.83± 2.16 82.40± 0.48
XML-CNN 74.34± 2.51 82.04± 1.02
BiLSTM 72.40± 2.47 82.65± 0.88

M-BERT 83.63± 0.78 83.99± 0.47
+Word Mixup 83.02± 0.95 85.48± 0.64∗

+Sentence Mixup 82.62± 0.55 83.78± 0.73
+Mixup 84.90± 0.84∗ 85.09± 0.86∗

Flood (684) Mixed (10, 000)

FastText 75.53± 0.54 82.91± 0.05
FastTexthier 76.21± 0.81 84.09± 0.24
CNN 72.78± 3.18 83.70± 0.12
XML-CNN 77.03± 1.26 84.56± 0.32
BiLSTM 74.35± 0.25 84.33± 0.15

M-BERT 78.51± 0.93 86.77± 0.18
+Word Mixup 79.18± 0.95∗ 87.31± 0.29∗

+Sentence Mixup 79.85± 0.50 87.32± 0.20∗

+Manifold Mixup 79.36± 0.79 87.39± 0.23∗

Table 4: F1 scores on four test datasets (English Only).
* means that the difference from M-BERT is statisti-
cally significant.

layer output from the ith tweet sample, and let hlj
be the hidden layer output from the jth sample.
The two outputs can be mixed up as follows:

h̃li = λ · hli + (1− λ) · hlj (3)

where h̃li is the augmented (mixed-up) hidden state.
We use the same λ to mix the hidden states of the
tweet samples i and j, and also the corresponding
ground truth classes and class masks for each class
k included in our dataset:

ỹik = λ · yik + (1− λ) · yjk (4)

m̃ik = λ ·mik + (1− λ) ·mjk (5)

where, ỹik and m̃ik are the corresponding mixed-up
class and class-mask, respectively. The augmented
class-masks can be intuitively thought of as indi-
cating to what extent the loss following the corre-
sponding augmented ground truth class should be
considered. If the major fraction of the mixed up
class is a dummy class, then the corresponding aug-
mented class-mask should have a low value. We
also compare Word Mixup and Sentence Mixup.
Word Mixup and Sentence Mixup can be consid-
ered as special cases of Manifold Mixup where the
mixup is applied on only a specific layer. In case of
word mixup, it is the first embedding layer, and in
case of Sentence Mixup it is the final layer output
of the sentence encoder.

Model F1 (mean, std) F1 (mean, std)

Meteor (930) Cyclone (2, 558)

M-BERT 81.39± 1.42 84.60± 1.06
+Word Mixup 80.16± 3.09 84.47± 0.81
+Sentence Mixup 80.97± 1.65 84.87± 0.71
+Manifold Mixup 81.73± 0.78 85.15± 0.79∗

Flood (768) Mixed (10, 000)

M-BERT 79.24± 1.28 86.63± 0.22
+Word Mixup 78.32± 0.81∗ 87.10± 0.19
+Sentence Mixup 78.77± 0.69 86.98± 0.18
+Manifold Mixup 79.84± 0.68∗ 87.44± 0.11∗

Table 5: F1 scores on four test datasets (Full Dataset). *
means that the difference from M-BERT is statistically
significant.

5 Experiments and Results

5.1 Experimental Setup

We use four datasets for testing: Russia Meteor, Cy-
clone Pam, Philippines Flood, and Mixed disasters.
To demonstrate the generalization capabilities of
our models, we ensured that the first three datasets
are from disasters that are absent in the training set.
For M-BERT-based models, we use a mini batch
size of 32, a learning rate of 10−3 for non-BERT
parameters, and a fine-tuning rate of 2× 10−5 for
M-BERT parameters. We set the parameter α of
the Beta distribution for the Mixup equation to 2.
We run each model five times and report the mean
and standard deviation of the results obtained in the
5 runs. For the other models, we import the parame-
ter settings from their corresponding paper and then
perform light manual tuning. The exact hyperpa-
rameters are available on Github.5. For significance
testing, we used the paired t-test (p ≤ 0.05) (Dror
et al., 2018) Note that the CNN baseline is also
similar to the model used by Nguyen et al. (2017)
which was demonstrated to be a strong performer
in disaster-related classification.

5.2 Results

In Table 4, we show the results on English only
samples, and in Table 5, we show the results on the
full multilingual test sets. As can be seen in Ta-
ble 4, the M-BERT outperforms all the non-BERT
baseline models. Using Manifold Mixup consis-
tently increases the performance of base M-BERT
in all cases, often also working better than Word
Mixup and Sentence Mixup, especially for the mul-
tilingual setting (see Table 5). Manifold Mixup

5https://github.com/JRC1995/
Multilingual-BERT-Disaster

https://github.com/JRC1995/Multilingual-BERT-Disaster
https://github.com/JRC1995/Multilingual-BERT-Disaster
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Language Samples F1 (mean, std)

French (zero shot) 666 81.33± 0.77

Italian (zero shot) 1, 581 75.44± 0.67

Spanish (zero shot) 4, 724 85.26± 0.37

Table 6: F1 scores of M-BERT + Manifold Mixup.

C & D D & V C & A I

79.8± 0.5 77.5± 1 70.3± 1 90.9± 0.2

Table 7: Per-class F1 of M-BERT+Manifold Mixup on
Multilingual Mixed Disasters.

either outperforms or is very close to the other
Mixup techniques. Table 6 shows the results of
the cross-lingual experiments with M-BERT and
Manifold Mixup for French, Italian, and Spanish
languages, respectively, in a zero shot setting (Pires
et al., 2019), where no tweets in the test language
are included in the training set.

As can be seen from the table, the zero shot F1-
score on Spanish is 85.25% (which is comparable
to the best results in the previous experiments), de-
spite the fact that no Spanish tweets were included
in the training. The zero shot F1-scores on French
and Italian are 81.33% and 75.44%, respectively.
These results show that the M-BERT+Manifold
Mixup model has good generalization capability
in the new language (zero shot) setting. Thus, we
can conclude that our M-BERT+Manifold Mixup
model has great capability to generalize to a disas-
ter in a new language (unseen in the training set) as
long as the language is one of the 104 languages on
which M-BERT was pre-trained. This is a strong
result given that disasters can happen in countries
with limited resources for automated classification
of social media information.

In Table 7, we check the binary classification per-
formance of M-BERT+Manifold Mixup for each
class. As we can see, our model achieves an F1

above 90% for the binary classification task of dis-
tinguishing whether a tweet is informative or not.
Interestingly, it does not perform too poorly on Cau-
tion & Advice either despite having very limited
samples for this class in the training set.

6 Conclusion

We present a way to aggregate prior disaster-related
resources to compile a large scale tweet dataset for
multi-label classification utilizing both multi-class
classes and binary classes. We motivate the use of

M-BERT for disaster-related tweet classification
and we demonstrate its strong performance on un-
seen disasters and languages. We also motivate the
use of Manifold Mixup for further improvement. In
the future, it would be interesting to explore weak
suervision and other data augmentation techniques
to improve models’ robustness further.
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