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Abstract
Parallel corpora are key to developing good
machine translation systems. However, abun-
dant parallel data are hard to come by, es-
pecially for languages with a low number of
speakers. When rich morphology exacerbates
the data sparsity problem, it is imperative to
have accurate alignment and filtering methods
that can help make the most of what is avail-
able by maximising the number of correctly
translated segments in a corpus and minimis-
ing noise by removing incorrect translations
and segments containing extraneous data. This
paper sets out a research plan for improving
alignment and filtering methods for parallel
texts in low-resource settings. We propose
an effective unsupervised alignment method to
tackle the alignment problem. Moreover, we
propose a strategy to supplement state-of-the-
art models with automatically extracted infor-
mation using basic NLP tools to effectively
handle rich morphology.

1 Introduction

Machine translation (MT) quality has improved
substantially with the advent of neural machine
translation systems (NMT). However, while the
quality gains over statistical machine translation
(SMT) systems can be large, in low-resource and
domain mismatch settings they are significantly re-
duced (Koehn and Knowles, 2017). In recent years,
unsupervised NMT trained only on monolingual
corpora has attracted considerable attention, and
has been proposed for scenarios where there is a
lack of bilingual data (Artetxe et al., 2018b; Lam-
ple et al., 2018). These methods have been shown
to perform well for related language pairs (e.g. Wu
et al. (2019)), but as the languages differ more the
unsupervised methods become less effective (Leng
et al., 2019). Kim et al. (2020) show that super-
vised and semi-supervised baselines with only a
small parallel corpus of 50K bilingual sentences

consistently outperform the best unsupervised sys-
tems for a range of languages, similar and distant.
They also show that unsupervised NMT is very
sensitive to domain mismatch, which poses a prob-
lem to low-resource language pairs where it can be
difficult to match the data domain on both sides.
Thus, it is evident that to achieve high quality MT,
sentence aligned-texts in two or more languages
are required.

NMT systems have been shown to be sensitive
to noise in the training data (Khayrallah and Koehn,
2018), where noise is defined as segments that de-
crease output quality of systems trained on the
data. It is, therefore, important to be able to ac-
curately align multilingual texts and precisely fil-
ter out misalignments and bad translations that ad-
versely affect performance. In the study, conducted
on the impact of various types of noise on MT
quality, untranslated and misaligned segments had
the most detrimental effect. Misaligned segments
were by far the most prevalent type of noise in
the ParaCrawl1 parallel corpus they used, twice as
common as accepted segments. However, misalign-
ments vary; a segment can have one extraneous
word, it can have twice the content its counterpart
has, or anything in between. It can be very useful
to understand the intricacies of the effects different
types and levels of noise have, why it is important
not to have noise and whether some kinds of noise
are more acceptable than others. This leads us to
our first research question:

RQ1: How do different kinds of misalign-
ments in a parallel corpus affect translation
quality of an MT (SMT or NMT) system
trained on that corpus?

If we can measure the effects of various misalign-
ments, it could help us construct more effective
methods to filter parallel corpora for MT.

1https://paracrawl.eu/
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As the usefulness of parallel corpora for MT
was first becoming apparent, Harris (1988) pointed
out that aligning such texts was a serious problem.
Moreover, collecting multilingual texts is expen-
sive and time-consuming, and for some languages
it can be hard to obtain access to even small amount
of texts. Thus, we need to be able to make the most
out of what is available.

We describe a method using Bleualign (Sen-
nrich and Volk, 2011) and Monoses (Artetxe et al.,
2018b), an unsupervised SMT system, to align
parallel corpora using only monolingual texts for
training. The proposed method is language pair-
independent and only assumes unaligned bitexts
and monolingual corpora for both languages. It
is the first step towards answering our second re-
search question:

RQ2: How can we best build useful parallel
corpora from bilingual texts, having no other
resources but monolingual corpora?

In morphological typology, languages can be
classified as analytic or synthetic (see e.g. Haspel-
math and Sims (2013), Steinbergs (1996)). Ana-
lytic languages primarily rely on word order and
auxiliary words to convey meaning, while syn-
thetic languages use inflection. “Morphologically
rich” languages are synthetic languages which com-
monly have a large number of different surface
forms for any given lexeme. This can lead to a
high rate of out-of-vocabulary (OOV) words, a data
sparsity problem that machine learning algorithms
struggle with.

Icelandic is a synthetic language with relatively
few native speakers (approx. 350,000) where data
sparsity problems are prevalent in most NLP tasks.
In our work, we will focus on building a paral-
lel corpus for the English-Icelandic language pair
and confronting the issues that arise when work-
ing with a less-resourced and morphologically rich
language.

When doing sentence alignment and filtering
noise from parallel corpora, the sparsity problem
caused by rich morphology leads to lower confi-
dence scores for segment pairs resulting in lower
classification accuracy, and thus smaller or less
accurate parallel corpora. When ParIce (Barkar-
son and Steingrímsson, 2019), an English-Icelandic
parallel corpus was compiled, the filtering process
resulted in an estimated 20% reduction in corpus
size. Out of what remained, about 5% was faulty
(see Section 3). We will work with the same data

with the goal of minimising these numbers. This
leads us to the third and last research question this
research proposal centres around:

RQ3: How can we filter parallel corpora to
minimize noise, and still lose little or no useful
data from the original texts?

Our approach to try to answer these questions
is to experiment with common and recent meth-
ods from the alignment and filtering literature. We
will build a toolset that can employ various known
methods and compare and contrast them. We will
investigate how word embeddings, a lemmatizer,
a part-of-speech (PoS) tagger or a parser can help
tackle the data sparsity problem, and which known
methods benefit most from them. Evaluation data
sets will be created for the purposes of the project
and the methods evaluated according to a set of
evaluation metrics. Finally, we will train and eval-
uate our system on a different language pair with
comparable issues.

2 Related Work

Filtering parallel data is the task of removing incor-
rect translations, noise and otherwise faulty data
from a set of two (or more) aligned texts. Align-
ment is the task of finding target segments with a
corresponding meaning to that of source segments
in multilingual texts. While these may seem to
be different tasks, the same methods may apply
partly to both problems. Filtering is often done by
scoring sentences and removing the lowest-scoring
ones, whereas in alignment the highest-scoring sen-
tences can be used as anchors: elements in the data
that can reliably be aligned and thus direct further
processing. In the next subsections, we describe
alignment and filtering methods used in prior work.

2.1 Alignment

The first approaches to automatic sentence align-
ment were length-based. Gale and Church (1991)
found that “the correlation between the length of a
paragraph in characters and the length of its transla-
tion was extremely high”. Motivated by that, they
describe a method for aligning sentences based
on a simple statistical model of character lengths.
Brown et al. (1991) also describe a length-based
method, but use tokens instead of characters. In
addition, they use signals in the markup as anchor
points to segment the corpus into smaller chunks.

Kay and Röscheisen (1993) used bilingual lex-
icons induced from the corpus being aligned.
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Haruno and Yamazaki (1996) show that combin-
ing an induced lexicon with an external dictionary
yields better results. Papageorgiou et al. (1994) use
part-of-speech, commonly preserved in translation,
by computing the optimum alignment based on the
PoS-tags. Tschorn and Lüdeling (2003) use a mor-
phological analyzer to improve a dictionary-based
distance measure, and Ma (2006) increases the ro-
bustness of a lexicon-based aligner by assigning
greater weights to less frequent translated words.

Sennrich and Volk (2010) use machine transla-
tions and BLEU (Papineni et al., 2002) as a similar-
ity score to find reliable alignments to use as anchor
points. The gaps between the anchor points are
filled using BLEU-based and length-based heuris-
tics.

Thompson and Koehn (2019) describe a method
based on bilingual sentence embeddings, using the
similarity between the embeddings as the scoring
function for alignment.

2.2 Filtering

Recently, neural networks have been used to find
anchor points and detect misalignments. Many of
these methods have been devised to extract parallel
sentences from comparable corpora, by training
classifiers to determine if source and target sen-
tences are parallel.

Earlier work includes employing the IBM mod-
els (Brown et al., 1993) for word alignment.
Khadivi and Ney (2005) filter out the noisy part of
a corpus based on IBM models 1 and 4 and length-
based models, and score the alignments on a linear
combination of these. Taghipour et al. (2011) do
outlier detection and show that their filtered cor-
pus results in improved translation quality, even
though sentences have been removed. Sarikaya
et al. (2009) use context extrapolation to boost the
sentence pair coverage, checking whether the dis-
tance of the sentences from an anchor point is the
same, and whether the sentences have the highest
similarity score compared to other pairs within a
window, despite being below a defined threshold.

Crosslingual word embeddings have been used
to calculate distance between equivalences in dif-
ferent languages (Luong et al., 2015; Artetxe et al.,
2016). Defauw et al. (2019) treat filtering as a su-
pervised regression problem and show that Leven-
shtein distance (Levenshtein, 1966) between the tar-
get and MT-translated source, as well as cosine dis-
tance between sentence embeddings of the source

and target, are important features. While they use
InferSent (Conneau et al., 2017), BERT (Devlin
et al., 2019) has recently been employed for cal-
culating crosslingual semantic textual similarity
to detect misalignment with good results (Lo and
Simard, 2019).

Zipporah (Xu and Koehn, 2017) uses a logistic
regression model trained to classify sentence pairs.
Noisy data is synthesized and used as negative sam-
ples in training. BiCleaner (Sánchez-Cartagena
et al., 2018) uses a set of handcrafted hard rules to
detect flawed sentences and then proceeds to use
a random forest classifier based on lexical transla-
tions and several shallow features such as respec-
tive length, matching numbers and punctuation.
Finally, it scores sentences based on fluency using
5-gram language models.

In 2019, at the fourth Conference on Machine
Translation, WMT, the shared task on parallel cor-
pora filtering focused on low-resource conditions.
The method central to the best-performing submis-
sion was the use of crosslingual sentence embed-
dings, trained from parallel sentence pairs (Chaud-
hary et al., 2019). Artetxe and Schwenk (2019a)
devised a similar method. Both papers tackle the
inconsistencies of cosine similarity by investigating
the neighbourhood of a given sentence pair, outper-
forming systems using only cosine similarity.

3 Experimental Framework

The continuum of morphologically rich languages
is quite diverse with the one end of the continuum
being agglutinative languages, that primarily rely
on discrete particles for inflection, and the other
being fusional languages, which tend to use a sin-
gle inflectional morpheme to denote multiple fea-
tures. While it may be worthwhile to investigate if
the same unsupervised methods work across differ-
ent language categories, it can be expected that if
further processing is needed, different approaches
have to be taken. Decompounding (Alfonseca et al.,
2008) may be more useful for agglutinative lan-
guages to tackle the OOV problem, and for many
fusional languages internal change and suppletion
call for different approaches. In our study we focus
on fusional languages. English is primarily an an-
alytic language and Icelandic a fusional language
with moderately rich morphology. We will be using
the English-Icelandic language pair as a test case.
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3.1 Data

ParIce, an English-Icelandic parallel corpus, was
compiled from data consisting of 4.3 million trans-
lation segments. It was aligned with LF Aligner,
which uses Hunalign (Varga et al., 2005), and then
filtered using a sentence-scoring algorithm based
on a bilingual lexicon bag-of-words method and
a comparison between the original segment and
an MT-generated translation. The filtering process
resulted in 3.5 million translated segments. Man-
ual evaluation of approximately 2000 sample pairs
from the corpus indicate that approximately 5% are
faulty, while over 50% of the deleted segments are
estimated to be faulty using automatic methods.

From these numbers we can deduce that in the
raw 4.3 million segment ParIce corpus, there are ap-
prox. 3.7 million good segments and around 600K
faulty ones. Many of the faulty segments in the
corpus are due to misalignment. We will be work-
ing with the raw data that made up the 4.3 million
segment ParIce corpus. In order to compile a better
corpus, we need improved alignment methods to
reduce the number of faulty alignments, and we
need a classifier that is able to identify the quality
of the segments with high precision and recall in
order to build as big a corpus as possible with as
few faulty segments as possible.

3.2 Evaluation

We are building three evaluation sets, for alignment,
filtering, and MT, all sub-sampled and extracted
from the ParIce corpus. The MT evaluation set
will contain 3000 manually aligned and error-free
segments. The alignment evaluation set will have
2000 manually aligned sentences and the filtering
set 2000 automatically aligned segments, each as-
signed one of four classes: correct, partially mis-
aligned, partially incorrect translation, incorrect.

To evaluate the usefulness of our methods for
MT, we will use our aligned and filtered corpora
to train SMT and NMT systems and compare the
results to a baseline where the raw ParIce corpus is
used for training.

3.3 Tools and Models

In Section 4, we will discuss some of the methods
we will be experimenting with. These include ap-
plying a variety of available tools and models as
well as developing our own. ABLTagger (Stein-
grímsson et al., 2019) will be used for PoS-tagging
Icelandic texts. The tagger employs biLSTMs and

an external morphological lexicon (Bjarnadóttir
et al., 2019). Lemmatising will be carried out using
Nefnir (Ingólfsdóttir et al., 2019). For all English
processing we will use tools available in the NLTK
toolkit (Bird et al., 2009) or SpaCy.2

We will focus on the most common word em-
bedding models: word2vec (Mikolov et al., 2013),
GloVe (Pennington et al., 2014), FastText (Bo-
janowski et al., 2017) and ELMo (Peters et al.,
2018). As using bilingual sentence embeddings
with BERT has been shown to be effective for filter-
ing (Lo and Simard, 2019), we want to experiment
with different contextualized embedding models.
The main hindrance with these models is the mas-
sive computational resources needed to train, which
may limit our possibilites.

For alignment and filtering we experiment with
Bleualign, Hunalign and vecalign for sentence
alignment, Giza++ (Och and Ney, 2003) for word
alignments, and Zipporah, BiCleaner and LASER
(Artetxe and Schwenk, 2019b) for filtering, and
possibly to help with anchoring the parallel texts
for more effective alignment.

Moses (Koehn et al., 2007) will be employed for
phrase-based SMT and our NMT system uses the
reference implementation of Vaswani et al. (2017)
of the transformer-base architecture that is part of
the Tensor2Tensor package (Vaswani et al., 2018).

4 Research Plan

Our first goal is to set up an unsupervised pipeline
for aligning parallel texts. While this is the first
step in tackling RQ2, it is also necessary to devise
a method to answer RQ1. We will outline how we
seek to answer these questions, as well as RQ3. A
secondary goal is to investigate methods to improve
upon the unsupervised pipeline by exploring how
basic NLP tools can help us deal with the data
sparsity problem inherent to many morphologically
rich languages. In the following subsections we
describe how we intend to research these questions.

4.1 Unsupervised Alignment

Our initial pipeline for aligning parallel texts is
trained only on monolingual corpora. While this
is a starting point for language pairs lacking pre-
existing parallel corpora or glossaries to use with
alignment, it also serves as a baseline to compare
to when additional processing modules are added,
such as a lemmatizer or other NLP tools.

2https://spacy.io/
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LF Aligner Bleualign + Monoses
Regulatory

texts
Literary

texts
Total Regulatory

texts
Literary

texts
Total

Aligned pairs 184 69 253 166 61 227
- of which correct 143 57 79.1% 154 54 91.6%
- of which faulty 41 12 20.9% 12 7 8.4%
Aligned words 2470/2485 1652/1652 4122/4137 2427/2485 1539/1652 3966/4137
- of which correct 1980 1337 80.5% 2110 1539 92.0%

Table 1: Alignment results for both systems and number of source language words in the alignments. When no
alignment was found the segments were discarded.

As stated in Section 1, we initially employ
Bleualign for unsupervised alignment, but instead
of bootstrapping an initial training set with length-
based methods like Sennrich and Volk (2011), we
train Monoses and use that to provide Bleualign
with machine translations of the sentences being
aligned. Monoses is trained by building cross-
lingual word embeddings from monolingual cor-
pora using word2vec and Vecmap (Artetxe et al.,
2018a), inducing a phrase table. An SMT system
is then trained on this data and used to translate the
monolingual corpus in one of the two languages.
The translated data is then used to train a stan-
dard SMT system in the opposite direction. A new
phrase table is built and the process iterated three
times for a final model.

To investigate the feasibility of our method we
aligned two parallel texts, selected randomly from
the ParIce data. We compared the results to LF
Aligner, which employs Hunalign. To be able to
evaluate the alignment methods accurately, evalua-
tion sets are being compiled (see Section 3.2). Here,
we present preliminary results acquired by manu-
ally evaluating the alignments. Results, given in
Table 1, show that the Bleualign + Monoses method
gives better results as measured by accuracy of the
aligned pairs, with a total of 91.6% of the result-
ing pairs correctly aligned, vs. only 79.1% of the
alignments by LF Aligner. Although our method
yields 10% fewer aligned pairs, it results in a par-
allel corpus which has substantially more correct
alignments both in terms of absolute numbers and
percentage of alignments, regardless of whether we
are looking at aligned pairs or aligned words.

There are a variety of ways to improve upon the
unsupervised method. By training larger word em-
bedding models we can increase the vocabulary.
By investigating common n-grams within word em-
bedding models we may be able to better pinpoint

phrases or multi-word expressions. By extending
the iteration process to the bitexts by selecting the
highest-scoring sentence pairs after training and
alignment, and add them to the training set of the
SMT system, we would have more accurate train-
ing data, and probably derive better translations
after each iteration. That in turn would likely raise
the confidence for selecting the best alignments.

4.2 Investigating Misalignments

After setting up alignment pipelines and creating
evaluation sets, we will initiate the filtering process
using methods and strategies that have previously
given good results for other language pairs.

One aspect of the filtering process is to decide
which noise is most important to filter out. While
Khayrallah and Koehn (2018) highlight the impor-
tance of filtering out certain types of noise in paral-
lel corpora, we want more fine-grained results. We
will conduct a similar study but investigate differ-
ent classes of misalignments especially. This will
help us decide whether to treat all misalignments
the same or if some are worse than others.

We will do this by using available tools (see
Section 3.3) to aggressively filter out possible faulty
alignments to have as clean a corpus as possible.
We will then systematically change the alignments
to introduce different types of misalignments in
the corpus. The effects of these variations will
be investigated by training both SMT and NMT
systems, and comparing the effect on changes in
resulting translations. This method is intended to
give us insight into the problem we pose in RQ1.
We will use the results to help us make decisions
on how to best set up a filtering system.

4.3 Filtering

We then start the filtering process again, with in-
formation about which type of faulty sentences
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are likely to have the worst effect on MT systems
trained by the data. To try to answer RQ3 we will
investigate the practicality of applying different
mechanisms to scoring sentences. We will look at
features such as sentence length; word similarity
based on dictionary lookup, both using an exter-
nal dictionary and an induced one from raw paral-
lel data; word similarity from word embeddings;
distance between a machine-translated source sen-
tence and the target sentence; and sentence similar-
ity scores based on bilingual sentence embeddings.

4.4 Language Independence
After studying the effects of misalignments on MT
systems and finding a good balance between the
different mechanisms used for scoring the aligned
segments, we will investigate the extent of this bal-
ance being language pair-dependent by running the
same process for other language pairs. These could
be English-Irish, Danish-Faroese or others that
have some of the same characteristics the English-
Icelandic pair has, e.g, at least one morphologically
rich language and data sparsity. This will give us
further insight to answer the three research ques-
tions posed in Section 1.

4.5 Aligning Morphologically Rich
Languages

While the first goal is to create a completely un-
supervised pipeline for building parallel corpora,
applicable to any language pair, we also want to
investigate the case of morphologically rich lan-
guages specifically by extracting latent information
in the data that can help us tackle the data sparsity
problem. This includes lemmas derived from the
word forms, PoS-tags or constituent structures as
additional features for sentence-pair scoring, and
by training embedding models, both to help with
the morphology and with semantics for unknown
words. For this we use available tools such as a
PoS-tagger and lemmatizer to try to outperform the
unsupervised method alone. For many languages
these tools are not available, as they usually rely on
training data which may not exist for low-resource
languages. Pursuing our second goal we will thus
consider the case of a low- to medium-resource lan-
guage which is morphologically rich and for which
basic NLP tools are available. For the language
pair selected as our test case, English-Icelandic,
all necessary NLP tools are available, so success-
ful methods can subsequently be tested on other
language pairs. Furthermore, the only parallel cor-

pus available for Icelandic is rather small and quite
noisy and there is a pressing need to improve on
it. For proof-of-concept we want our methods to
achieve that goal.

No machine-readable English-Icelandic dictio-
nary is available, and if we want to try to use semi-
supervised methods for the language pair we will
thus need to induce a lexicon from the parallel data,
monolingual data or both. Other methods for build-
ing a glossary may include using external data such
as Wiktionary or Wikipedia, and using available
dictionaries in different languages for pivoting.

One of the products of this research will be a
toolset to produce parallel corpora from multilin-
gual texts. The software should: align bilingual
parallel texts; filter bilingual parallel corpora; be
modular; be language-pair independent – although
optional language-specific features can be used;
use external tools for linguistic annotation: PoS-
tagging, parsing, lemmatising, machine translation
or other methods that may be beneficial; offer a
variety of strategies for aligning and filtering, de-
pending on available resources; and it should aim
at accuracy at the cost of speed.

5 Summary

We have given an overview of the literature on sen-
tence alignment and parallel corpus filtering. We
outlined challenges associated with implementing
these methods for low-resource and morphologi-
cally rich languages and proposed initial experi-
ments to tackle these challenges. The motivation
for this research is to improve the quality of ma-
chine translations by making better use of and in-
creasing the quality of parallel training data, espe-
cially in regard to sparse data scenarios. An unsu-
pervised method that effectively aligns bilingual
texts will lower the barrier for building high-quality
MT systems for low-resource languages and our
first results suggest that it may also play a role in
improving MT for morphologically rich languages.
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