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Abstract

A large percentage of the world’s population
speaks a language of the Indian subcontinent,
comprising languages from both Indo-Aryan
(e.g. Hindi, Punjabi, Gujarati, etc.) and
Dravidian (e.g. Tamil, Telugu, Malayalam,
etc.) families. A universal characteristic of In-
dian languages is their complex morphology,
which, when combined with the general lack
of sufficient quantities of high-quality paral-
lel data, can make developing machine trans-
lation (MT) systems for these languages dif-
ficult. Neural Machine Translation (NMT)
is a rapidly advancing MT paradigm and has
shown promising results for many language
pairs, especially in large training data sce-
narios. Since the condition of large paral-
lel corpora is not met for Indian-English lan-
guage pairs, we present our efforts towards
building efficient NMT systems between In-
dian languages (specifically Indo-Aryan lan-
guages) and English via efficiently exploiting
parallel data from the related languages. We
propose a technique called Unified Transliter-
ation and Subword Segmentation to leverage
language similarity while exploiting parallel
data from related language pairs. We also
propose a Multilingual Transfer Learning tech-
nique to leverage parallel data from multiple
related languages to assist translation for low-
resource language pair of interest. Our ex-
periments demonstrate an overall average im-
provement of 5 BLEU points over the standard
Transformer-based NMT baselines.

1 Introduction

In recent years, Neural Machine Translation (Lu-
ong et al., 2015; Bahdanau et al., 2014; Johnson
etal., 2017; Wu et al., 2017; Vaswani et al., 2017)
(NMT) has become the most prominent approach
to Machine Translation (MT) due to its simplicity,
generality and effectiveness. In NMT, a single neu-
ral network often consisting of an encoder and a de-
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coder is used to directly maximize the conditional
probabilities of target sentences given the source
sentences in an end-to-end paradigm. NMT mod-
els have been shown to surpass the performance of
previously dominant statistical machine translation
(SMT) (Koehn, 2009) on many well-established
translation tasks.

However, in order to reach high accuracies,
NMT systems tend to require very large parallel
training corpora (Koehn and Knowles, 2017). As
a matter of fact, such corpora are not yet available
for many language pairs. Indian languages are not
an exception to this; however they are extremely
diverse, belonging to different language families,
employing various scripts and spanning a multi-
tude of dialects. The majority of Indian languages
are morphologically rich and depict unique char-
acteristics, which are significantly different from
languages such as English.

Since NMT models learn poorly from small cor-
pora, building effective NMT systems for low-
resource languages (e.g. Indian languages) be-
comes a primary challenge. The bulk of research
on low-resource NMT has focused on exploiting
monolingual data, or parallel data involving other
language pairs. Some of the most well-known
methods to improve NMT models with monolin-
gual data range from backtranslation (Sennrich
et al., 2016), dual learning (He et al., 2016) to Un-
supervised MT (Artetxe et al., 2017; Lample et al.,
2017, 2018). Similarly, parallel data from other
languages can be exploited to either pretrain the
network or jointly learn the representations (Zoph
et al., 2016; Firat et al., 2017; Johnson et al., 2017;
Kocmi and Bojar, 2018).

Currently, Transfer Learning (TL) is being
widely used for low-resource language translation
because it is one of the vital directions for address-
ing the data sparsity problem in low-resource NMT
(Zoph et al., 2016; Nguyen and Chiang, 2017; Pass-
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ban et al., 2017; Kocmi and Bojar, 2018). However,
most of the existing approaches that take advantage
of transfer learning have a major limitation: they
do not exploit multiple languages together and in
an efficient manner. The idea presented by Zoph
et al. (2016) may have the shortcoming of exploit-
ing only one high-resource model (parent) at a time
to optimize the low-resource model (child). Ac-
tually, the use of highly related multiple language
pairs might help to increase the translation quality
of the child model. The original Transfer Learning
method (Zoph et al., 2016) also makes no assump-
tion about the relatedness of the parent and child
languages. Multilingual NMT (Firat et al., 2017;
Johnson et al., 2017) approaches which also use
parallel data from different languages to improve
the translation quality of NMT models does not
exploit language relatedness either.

In this paper, we present our efforts towards
building efficient NMT systems between Indian
languages (specifically Indo-Aryan languages) and
English by exploiting parallel data from related lan-
guages. We aim to deal with the problem of how
to make full use of these corpora of highly related
languages, to increase the translation quality of
low-resource languages. To this end, we introduce
two simple and yet effective approaches:

e Multilingual Transfer Learning: to enable
the low-resource languages (child model) to
exploit parallel data from multiple related
languages which may or may not be high-
resourced, and

o Unified Transliteration and Subword Segmen-
tation: to exploit the language similarity be-
tween the related language pairs.

Experiments show that our approaches are ef-
fective and significantly outperform the state-of-
the-art Transformer (Johnson et al., 2017) base-
line. Our proposed approach of Multilingual
Transfer Learning also significantly outperforms
simple Transfer Learning (Zoph et al., 2016) ap-
proach, where NMT models are also built using
Unified Transliteration and Subword Segmentation
approach.

2 Methodology

The core idea of our method is to extend the Multi-
lingual Learning (Johnson et al., 2017) and Transfer
Learning (Zoph et al., 2016) approaches to eftec-
tively exploit parallel data from multiple related
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languages. In Section 2.2, we explain our Unified
Transliteration and Subword Segmentation tech-
nique to exploit language relatedness among the
parallel data of related languages. Sections 2.3
and 2.4 describe our modified Multilingual Learn-
ing and Transfer Learning techniques for NMT. In
Section 2.5, we describe our Multilingual Transfer
Learning approach.

2.1 Language Relatedness

In this work, we experiment on Indo-Aryan
languages specifically Hindi, Punjabi, Gujarati,
Marathi and Bengali. Being from one language
family, these languages are closely related to each
other and share many features. These languages
are morphologically rich and depict unique char-
acteristics, which are significantly different from
languages such as English. Some of these charac-
teristics are the relatively free word-order with a
tendency towards the Subject-Object-Verb (SOV)
construction, a high degree of inflection, usage of
reduplication and conjunct verbs. These languages
share many common words which have the same
root and meaning. They use different Indic scripts
derived from the ancient Brahmi script, but corre-
spondences can be established between equivalent
characters across scripts.

2.2 Unified Transliteration and Subword
Segmentation

Unlike the original Transfer Learning (Zoph et al.,
2016) and the Multilingual Neural MT (Johnson
et al., 2017) methods which do not exploit any lan-
guage relatedness, the basic idea of this approach
is to exploit the relationship between the related
language lexicons while using parallel data from
related languages to assist with translation of low-
resource languages. To do so, we find a represen-
tation of the data that ensures a sufficient overlap
between the vocabularies of the related languages.

Since the languages involved in the models have
different orthographies, the data processing should
help to map them into a common orthography but
here we take a minimalist approach; we translit-
erate all the Indian languages ( Hindi, Gujarati,
Bengali, Marathi and Punjabi) into a common De-
vanagari script to share the same surface form. This
unified transliteration is a string homomorphism,
replacing characters in all the languages mentioned
above with Hindi characters (script conversion to
Devanagari) or consonant clusters independent of
context.
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Figure 1: Our pipeline for building Multilingual NMT models for Indian languages.

Now, to increase the overlap between the vocab-
ularies of the languages used in a model, which
are already transliterated into a common script and
consequently share the same surface form, we use
Byte Pair Encoding (BPE) (Sennrich et al., 2015)
to break words into subwords. For the BPE merge
rules to not only find the common subwords be-
tween two related languages but also ensure con-
sistency between source and target segmentation
among each language pair, we learn the rules from
the union of source and target data of all the lan-
guage pairs involved in the model construction.
The rules are then used to segment the corpora.
It is important to note that this results in a single
vocabulary, used for both the source and target lan-
guages in all the language pairs.

2.3 Multilingual Learning for NMT

The objective of Multilingual Learning for NMT
is to construct a single model for translating to
and from multiple languages. Early work in multi-
lingual NMT utilizes a separate encoder, decoder
and an attention mechanism to support the trans-
lation of either one-to-many or many-to-one lan-
guage directions. Firat et al. (2017) introduced a
many-to-many system, which still relied upon sep-
arate encoder-decoder setup with a shared attention
mechanism. In a simplified manner and yet deliver-
ing better performance, Johnson et al. (2017) intro-
duced a “language flag”-based approach that shares
the attention mechanism and a single encoder-
decoder network to enable multilingual models.
A language flag or token is prepended to the input
sequence to indicate which direction to translate in.

164

The decoder learns to generate the target given this
input.

However, the Multilingual NMT approaches do
not consider the relatedness of the languages or
how many shared words there are among the dif-
ferent source and target languages. Mainly, they
aim at exploiting many different source and target
languages rather than focusing on similarities be-
tween many languages that are used in the training
and the languages that is used in testing. Accord-
ingly, we modify the Multilingual NMT approach
(Johnson et al., 2017) with Unified Transliteration
and Subword segmentation technique to exploit
the language relatedness. We experiment with this
modified approach in our work on efficient NMT
for Indian languages.

2.4 Transfer Learning for NMT

Zoph et al. (2016) proposed how Transfer Learn-
ing between two NMT models can improve a low-
resource NMT task. In their approach, a lan-
guage pair with a relatively large amount of paral-
lel data is first utilized to train a parent model in a
phase known as “pretraining”. Then the encoder-
decoder parameters are transferred to initialize a
child model for a low-resource language pair of in-
terest. After initializing, the model enters the “fine-
tuning” stage, where the child model is fine-tuned
on the low-resource language pair. This enables
the inductive transfer of knowledge from the par-
ent model to the child model. This approach does
not make any assumption between the relatedness
of the parent and child language pair. However,
in our work we use a relatively high-resource lan-
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Figure 2: Our pipeline for building Transfer Learning models for Indian languages.

guage pair as our parent model which has similar
syntactic and morphological properties as the child
language pair. We further exploit the language re-
latedness of parent and child language pairs via
our Unified Transliteration and Subword Segmen-
tation technique. We experiment with this modified
Transfer Learning technique and demonstrate huge
BLEU improvements over the Transformer NMT
baseline for low-resource Indian languages.

2.5 Multilingual Transfer Learning for NMT

In the normal Transfer Learning (Zoph et al., 2016)
approach for NMT, the parent model is trained on
a single high-resource language pair which may or
may not be related to the child language pair of
interest. Passban et al. (2017) presented a double
transfer learning technique which first trains a par-
ent model on a single high-resource language pair,
then initializes the next parent model on the same
single high-resource language pair but with differ-
ent domain and corpus size, and finally fine-tunes it
on the child task. To the best of our knowledge, pre-
vious Transfer Learning approaches do not exploit
parallel data from multiple languages. However,
learning from multiple languages can result in bet-
ter knowledge transfer.

Therefore, in this work, we propose a new Trans-
fer Learning approach called as Multilingual Trans-
fer Learning to enable the low-resource languages
to efficiently learn from multiple related languages
which may or may not be high-resourced. In this
approach, the parent model is a Multilingual NMT
model of related languages and also the child lan-
guage pair. This Multilingual parent NMT model
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also uses the Unified Transliteration and Subword
Segmentation technique to exploit language relat-
edness more efficiently as discussed in Section 2.2.
After pretraining the parent model, the child model
is initialyzed with parent model parameters and is
then fine-tuned on the low-resource language pair
of interest.

The proposed approach may deliver better re-
sults than Multilingual NMT and Transfer Learn-
ing because adding more languages into one model
may result in better knowledge transfer (i.e multi-
lingual NMT) but it can also result in ambiguities
between languages at the inference time. Accord-
ingly, a multilingual NMT model fine-tuned on the
language pair of interest can potentially remove all
the inconsistencies at the inference time.

3 Experimental Settings

3.1 Dataset

In our experiments, we use the IIT-Bombay
(Kunchukuttan et al., 2017) parallel data for Hindi-
English. The training corpus consists of data from
mixed domains. We use the multilingual ILCI
(Indian Language Corpora Initiative) corpus (Jha,
2010), which contains roughly 50,000 parallel sen-
tences for each of the Indian languages ( Gujarati,
Punjabi, Marathi, Bengali) and also for English.
The ILCI data is from tourism and health domains.
For every XX-EN language pair ( where XX is Gu-
jarati, Marathi, Bengali or Punjabi), the English
side of the data is same because of the multilingual
nature of the corpus. We check and clean the ILCI
corpus manually as it contains a lot of misalign-



ments and mistranslations.

Table 1: Statistics of our cleaned and processed par-
allel data, where XX is Gujarati, Marathi, Bengali or
Punjabi

Dataset Sentences
IITB HI-EN Train | 1,528,631
ILCI XX-EN Train 46,490
ILCI XX-EN Test 2,000
ILCI XX-EN Dev 500

3.2 Data Processing

We use the Moses (Koehn et al., 2007) toolkit!
for tokenization and cleaning the English side of
the data. All the Indian language data is first nor-
malized with the Indic NLP library? followed by
tokenization with the same library. As our prepro-
cessing step, we remove all sentences of length
greater than 80 words from our training corpus
and lowercase the English side of the data. In all
cases, we use BPE segmentation with 16k merge
operations as described in Section 2.2.

3.3 Training Details

For all of our experiments, we use the OpenNMT-
py (Klein et al., 2018) toolkit®>. We use the Trans-
former model with 6 layers in both the encoder and
decoder, each with 512 hidden units. The word
embedding size is set to 512 with 8 heads. The
training is done in batches of maximum 4096 to-
kens at a time with dropout set to 0.3. We use the
Adam (Kingma and Ba, 2014) optimizer to opti-
mize model parameters. We validate the model
every 5,000 steps via BLEU (Papineni et al., 2002)
and perplexity on the development set. We train
all our NMT models for 150k steps except for fine-
tuning which is done for 10k steps. After transla-
tion at the test time, we rejoin the translated BPE
segments and convert the translated sentences back
to their original language scripts. Finally, we eval-
uate the accuracy of our translation models using
BLEU.

4 Results

We report the results of Multilingual Learning,

Transfer Learning and Multilingual Transfer Learn-

ing for Gujarati-English, Bengali-English, Marathi-
"https://github.com/moses-smt/mosesdecoder

*https://anoopkunchukuttan. github.io/indic_nlp_library/
3https://github.com/OpenNMT/OpenNMT-py/
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English and Punjabi-English language pairs for
both translation directions (XX-EN and EN-XX).
Table 2 shows our main results for the Indian lan-
guage to English (XX-EN) translation direction.
Multilingual models for XX-EN language direc-
tion do not show any improvements. The reason
for this might be the multiparallel nature of the
ILCI data where each English sentence on the tar-
get side appears 4 times in the model, thereby creat-
ing ambiguities in the model. The transfer learning
model built using Unified Transliteration and Sub-
word Segmentation that was trained on the IITB
HI-EN data and then fine-tuned on XX-EN data
(see model no. 8 in Table 2) resulted in an average
improvement of 5 BLEU points.

Table 3 shows our main results for the English
to Indian language (EN-XX) translation direction.
In this case, the multilingual model using all ILCI
data shows significant improvements over the base-
line, unlike in the XX-EN translation direction.
The reason for this is that in the EN-XX direction,
language flags are used on the source side which
guides the decoder to which language the model
translate in, whereas the same is not possible for
the XX-EN direction as verified by our preliminary
experiments. The other two multilingual models
containing the IITB EN-HI data show performance
degradation, potentially due to the mismatch be-
tween the size of the IITB EN-HI ( 1.5M sentences)
and ILCI data ( 47k sentences). The transfer learn-
ing model that was trained on II'TB EN-HI data and
then fine-tuned on EN-XX data (see model no. 8 in
Table 3) also resulted in an average improvement
of 5 BLEU points.

In both translation directions, the multilingual
models do not prove to be effective. Fine-tuning the
multilingual models (multilingual transfer learning)
on XX-EN or EN-XX data removes some ambigu-
ities in the model and shows significant improve-
ments compared to their simple multilingual model
counterparts. The best performance (almost 5-6
BLEU improvements over the baseline) is achieved
by fine-tuning the multilingual model (trained on
IITB HI-EN or EN-HI data and all the ILCI data)
on EN-XX or XX-EN outperforming all the NMT,
Multilingual NMT and Transfer Learning baselines
thus demonstrating the effectiveness of our tech-
nique.



Table 2: BLEU scores of the contrastive experiments for Indian Language to English translation (XX to EN).

‘ Model No. ‘ Model Description ‘ Gujarati Bengali ‘ Marathi ‘ Punjabi ‘
1 Baseline 28.37 22.40 25.29 30.51
2 Multilingual Model of all ILCI data 25.14 21.47 23.56 2543
3 Multilingual Model of IITB HI-EN data & all ILCI data 28.62 22.71 26.90 29.46
4 Multilingual Model of II'TB HI-EN data & ILCI data of XX-EN 29.18 23.93 27.15 30.54
5 Fine-tuning model no. 2 on XX-EN 26.83 22.72 25.36 27.12
6 Fine-tuning model no. 3 on XX-EN 33.78 (+5.41) | 27.55 (+5.15) | 31.79 (+6.5) | 34.70 (+4.19)
7 Fine-tuning model no. 4 on XX-EN 33.72 27.40 31.80 34.68
8 Fine-tuning model pretrained on IITB HI-EN data on XX-EN 33.13 27.06 31.27 34.54

Table 3: BLEU scores of the contrastive experiments for English to Indian Language translation (EN to XX).

‘ Model No. ‘ Model Description ‘ Gujarati ‘ Bengali ‘ Marathi ‘ Punjabi ‘
1 Baseline 20.67 16.59 15.13 25.20
2 Multilingual Model of all ILCI data 24.61 19.81 17.92 28.02
3 Multilingual Model of IITB EN-HI data & all ILCI data 20.63 16.51 15.05 21.76
4 Multilingual Model of IITB EN-HI data & ILCI data of EN-XX 14.30 6.38 8.88 14.54
5 Fine-tuning model no. 2 on EN-XX 24.75 20.25 18.75 28.16
6 Fine-tuning model no. 3 on EN-XX 26.22 (+5.55) | 21.62 (+5.03) | 19.90 (+4.77) | 30.27 (+5.07)
7 Fine-tuning model no. 4 on EN-XX 25.52 20.45 19.77 29.53
8 Fine-tuning model pretrained on IITB EN-HI data on EN-XX 25.35 21.77 19.58 29.54
S Conclusion & Future Work References

In this paper, we explore effective methods
to exploit parallel data from multiple related
languages to improve the translation between
Indian languages and English. Our results show
that Multilingual Learning for translation between
Indian Languages and English is not very effective
given the set of data we have. However, the
performance of multilingual models can easily be
enhanced by fine-tuning them on the low-resource
language pairs of interest. Our experiments show
that using a Multilingual NMT model as a parent
model (consisting of multiple language pairs
with related languages either on the source side
or on the target side) and fine-tuning it on the
low-resource language pair of interest yields an
overall average improvement of 5 BLEU points

over a standard Transformer-based NMT baseline.

Our proposed Multilingual Transfer Learning
approach also outperforms the simple Transfer

Learning approach by a significant amount.

In future, we would like to work on effective
techniques to exploit monolingual data and parallel
data from other languages together to improve the
translation of low-resource languages.
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