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Abstract

What do powerful models of word mean-
ing created from distributional data (e.g.
Word2vec (Mikolov et al., 2013) BERT (De-
vlin et al.,, 2019) and ELMO (Peters et al.,
2018)) represent? What causes words to be
similar in the semantic space? What type of
information is lacking? This thesis proposal
presents a framework for investigating the in-
formation encoded in distributional semantic
models. Several analysis methods have been
suggested, but they have been shown to be
limited and are not well understood. This ap-
proach pairs observations made on actual cor-
pora with insights obtained from data manipu-
lation experiments. The expected outcome is a
better understanding of (1) the semantic infor-
mation we can infer purely based on linguistic
co-occurrence patterns and (2) the potential of
distributional semantic models to pick up lin-
guistic evidence.

1 Introduction

Distributional semantic representations capture se-
mantic similarity and relatedness and, perhaps
more importantly, enable machine learning-based
Natural Language Processing models to abstract
over lexical representations. But what type of se-
mantic information do they contain? Could distri-
butional models show that the concepts lemon and
moon share shape and color, but differ with respect
to almost everything else? Understanding what se-
mantic knowledge is represented in embeddings
can not only help us improve those representations
but also shed light on questions about lexical rep-
resentation raised in cognitive linguistics (e.g. the
suitability of embeddings for models of metaphor
interpretation (Utsumi, 2011)). Understanding the
way components of meaning are represented could
eventually enable us to use data-derived, distribu-
tional representations for lexical reasoning.
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While exiting model analysis methods (Hupkes
et al., 2018; Belinkov and Glass, 2019; Saphra and
Lopez, 2018) have yielded initial insights, they are
still limited when applied to distributional word
representations. Gaining insights into semantic
representations derived from massive amounts of
textual data thus entails answering two core ques-
tions: (1) What information about concepts can we
find in the linguistic data and how does it relate
to people’s knowledge about concepts? (2) What
linguistic information in the data can be picked up
by a distributional semantic model and how is it
represented? Answering these questions entails the
following four steps:

1. Formulate linguistic hypotheses about what
kind of knowledge about concepts we expect
to be reflected by linguistic corpora based on
theoretical and experimental research.

Build a corpus of human judgments reflecting
human knowledge about concepts suitable to
test the hypotheses.

. Investigate the potential of distributional mod-
els and model analysis methods by simulating
different types of linguistic evidence of se-
mantic properties in text corpora.

Test hypotheses about what is represented in
distributional models and data and interpret
the results with respect to the potential of dis-
tributional models and analysis methods.

The core questions of this research proposal and
their interaction are illustrated in Figure 1. The
remainder of this paper is structured as follows:
After discussing related work in Section 2, I present
linguistic hypotheses in Section 3. The corpus
of human judgments of property-concept pairs for
testing these hypotheses is presented in Section
4. Section 5 outlines model analysis methods and
simulation experiments, followed by a conclusion
and reflection on possible outcomes in Section 6.
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Figure 1: Framework for investigating conceptual
knowledge in distributional models from two perspec-
tives: (1) linguistic hypotheses about semantic knowl-
edge and textual evidence and (2) the potential of
model analysis methods and models. The questions
are approached through model analysis methods on real
and simulated data.

2 Related work

Several studies investigate the relation between se-
mantic features recorded in feature norm datasets
(McRae et al., 2005; Devereux et al., 2014; Vinson
and Vigliocco, 2008; Vigliocco et al., 2004) and em-
bedding vectors (Fagarasan et al., 2015; Tsvetkov
et al., 2015, 2016; Herbelot and Vecchi, 2015; Her-
belot, 2013; Riordan and Jones, 2011; Glenberg
and Robertson, 2000; Derby et al., 2018; Forbes
et al., 2019; Rubinstein et al., 2015). These studies
indicate that (at least partial) mappings between
distributional and conceptual spaces are possible
and that conceptual knowledge can complement
distributional representations. Erk (2016) shows
that distributional similarity can indicate property-
overlap. Gupta et al. (2015) show that attributes
of the type of knowledge recorded in knowledge
bases can, to some extent, be learned from word
embeddings. Herbelot (2013) hypothesizes that
Gricean maxims determine what is mentioned in
text, based on limited datasets. These studies pro-
vide partial evidence for conceptual knowledge in
distributional data, but they do not provide a sys-
tematic account of the underlying factors at play.
A major reason for this gap is the difficulty
of interpreting representations resulting from ma-
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chine learning models. Diagnostic classification
has proven successful in the analysis of such rep-
resentations (Hupkes et al., 2018; Belinkov and
Glass, 2019) and word embedding representations
(Yaghoobzadeh and Schiitze, 2016; Sommerauer
and Fokkens, 2018; Yaghoobzadeh et al., 2019).
However, the results of these experiments provide
limited insights.

Unverified negative examples. For instance, in
the CSLB norms (Devereux et al., 2014), has_legs
is listed for several birds, but not for owl, duck,
and eagle. This introduces noise to already rather
small datasets used to investigate property knowl-
edge in distributional data (Derby et al., 2018).
Yaghoobzadeh et al. (2019) apply diagnostic clas-
sification to investigate semantic classes using a
large, automatically generated dataset derived from
Wikipedia, which is likely to contain noise. Som-
merauer and Fokkens (2018) and Herbelot and Vec-
chi (2015) have provided small sets of verified ex-
amples to combat this issue.

Distribution of examples. A classifier is likely
to be able to separate words which are located in
entirely different areas of the semantic space, but
this does not mean it has recognized a specific prop-
erty. For instance, the ability to separate red fruits
(e.g. strawberry) from furniture (e.g. table) does
not indicate that the property red was recognized.
Sommerauer and Fokkens (2018) provide a small,
qualitative analysis with respect to example dis-
tribution, but to the best of my knowledge, this
has not been investigated systematically. Rubin-
stein et al. (2015) show that taxonomic properties
yield higher performance in diagnostic classifica-
tion experiments than (mostly physical) attributes.
A possible explanation for this could be that taxo-
nomic properties (e.g. is_animal are much easier
to detect because of many correlating properties
resulting in high general similarity in the semantic
space.

Interpretation of performance. Saphra and
Lopez (2018) point out that diagnostic classifiers
can achieve high performance purely based in noise
in the data instead of meaningful signals (Zhang
and Bowman, 2018; Wieting and Kiela, 2018). To
the best of my knowledge, this has not been taken
into account yet in studies on embeddings.

The research proposed here is the first attempt to
combine a systematic analysis in terms of linguistic
hypotheses with with a methodological investiga-
tion addressing these limitations.



3 Linguistic hypotheses

This sections presents hypotheses about (a) what
aspects of conceptual information people mention
in texts (Section 3.1) and (b) 2ow they mention it
(Section 3.2).

3.1 Semantic relations

I define semantic relations representative of four
major factors: impliedness, typicality, affordedness
and variability. The factors are based on theoreti-
cal and empirical accounts in cognitive and com-
putational linguistics (Grice, 1975; Gibson, 1954;
Glenberg, 1997; Dale and Reiter, 1995; Sommer-
auer et al., 2019). The relations are used to label
a corpus of property-concept pairs. To test the
hypotheses by means of model analysis methods,
it is necessary to have reliable information about
negative examples of properties. I distinguish sev-
eral negative relations (e.g. it can be impossible or
unusual that a property applies to instances of a
concept) to facilitate the annotation task.

Impliedness. Most conceptual knowledge can
be seen as highly implied. Mentioning it would con-
stitute a violation of the Gricean maxim of quantity.
This is likely to be particularly relevant for proper-
ties which are inherited from lexical categories. For
instance, the knowledge that a dog is an animate
being with a heartbeat is unlikely to be mentioned
explicitly. This tendency could be connected to
claims about lexical retrieval (Collins and Quillian,
1970). Whether this is indeed the case is a question
for further research.

Typicality. Corpus research has shown that peo-
ple tend to express property-concept relations ex-
plicitly for cases in which a concept is a particularly
good example of a property (Veale and Hao, 2007;
Veale, 2011, 2013). For instance, colors tend to be
described in terms of things which illustrate them
particularly well (e.g. as white as snow, as red as
blood, as black as ebony wood"). In contrast, prop-
erties which are typical of a concept (and evoked
in many participants in elicitation tasks such as
the CSLB norms (Devereux et al., 2014)) are most
likely strongly implied conceptual knowledge and
not mentioned explicitly (e.g. green - broccoli).

Affordedness. According to research in cogni-
tive linguistics, a central component of semantic
knowledge consists of the actions which are avail-
able to a person in a particular situation (called

'nttps://www.pitt.edu/~dash/grimm053.
html (last accessed 2020-02-18)
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afforded actions) (Gibson, 1954; Glenberg, 1997;
Glenberg and Robertson, 2000). For instance, you
can do several things with a rock, such as throw
or drop it (Fulda et al., 2017). Many texts refer
to events, which consist of actions involving par-
ticipants. From this perspective, it is very likely
that activities in which instances of concepts are
involved are also mentioned in natural language.
Glenberg and Robertson (2000) show that distri-
butional models give good indications of activi-
ties usually associated with concepts, but cannot
distinguish possible but unusual from impossible
activities. Fulda et al. (2017) show that embed-
ding models are helpful in affordance extraction. It
can thus be expected that frequently performed ac-
tions are mentioned in text and can give indications
about other properties (e.g. round objects such as
bowling balls tend to roll). Possible but unusual
activities are unlikely to be mentioned consistently.

Variability. Instances of concepts can vary with
respect to a particular property. For instance, bell
peppers can be red, green or yellow. Since neither
of the colors is implied by the concept, informa-
tion about it is more likely to be mentioned. In
some cases, the property can even indicate an im-
portant distinction between different sub-concepts
(e.g. brown, black and grey can distinguish differ-
ent types of bears). In such cases, important and
potentially distinguishing information is expressed
via the property.

Negative relations. Several relations with no
or only a loose association between property and
concept can be distinguished. Linguistic corpora
are unlikely to contain consistent evidence of such
cases. The main reason for defining different types
of negative relations is to facilitate the annotation
task. Furthermore, they can be informative for fur-
ther analysis. The relations include: properties
which apply to concepts in rare cases, properties
which can apply in unusual (such as fictional) cases
and impossible combinations. We also include
properties which can apply in creative, figurative
expressions.

3.2 Linguistic evidence

Linguistic evidence of a semantic property can ap-
pear in different forms:

Direct. A property is expressed by its corre-
sponding lexical form. For instance, a direct expres-
sion of the semantic property red is the adjective
red and its morphological variants (if they exist),
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for instance reddish.

Indirect. Semantic properties can be expressed
indirectly in terms of a logical consequence or be-
havior that is tied to a property. For instance, things
which have the semantic property round usually
roll. Words such as roll and their morphological
variants act as indirect evidence.

Property-preserving. Words can express prop-
erties which partially overlap with the semantic
property in question. For instance, the semantic
property swim can be expressed by float or glide
in some contexts. Those expressions can also ex-
press other semantic properties and are thus not
exclusively tied to the target property.

Related. Semantic properties can be related to
other properties of concepts. For instance, the se-
mantic property swim is closely related to different
kinds of water, such as sea, river or pond and pos-
sibly also beach or sand. These expressions are
related to a wide variety of properties and most cer-
tainly not exclusively tied to instances of concepts
which swim.

Correlation. Properties which are not expressed
can correlate strongly with an entire category of
concepts. For instance, all birds lay eggs. While
this is something chickens usually do/are used for,
the activity is less prominent for canaries and thus
unlikely to be mentioned in texts. However, it is
likely that something like belonging to the cate-
gory of birds is apparent from linguistic context,
as indicated by Hearst patterns (Hearst, 1992) and
research about predicting hyponymy relations from
embeddings (Fu et al., 2014). Thus, the close con-
nection between category and property may result
in a form of linguistic evidence indicating a cate-
gory which is very closely tied to a semantic prop-
erty.

Property-category. Expressions of properties
belonging to the same category (e.g. red, yellow
and green express colors) in the context of a con-
cept can indicate an entire property-category. This
is likely to be the case if instances of a concept can
have one of a variety of properties that belong to
the same category (e.g. color) and the properties
occur with similar frequencies (e.g. white, red, blue
(etc.) t-shirts).

Table 1 shows the specific semantic relations
with respect to the (sub-)set of instances of a con-
cept they apply to and the type of corpus evidence
we expect to find for property-concept pair.

4 Dataset design and crowd annotation

The dataset for this thesis should contain concept-
property pairs annotated with the fine-grained se-
mantic relations introduced in Section 3.1. The
dataset should contain (1) enough positive and neg-
ative examples of a property to allow for diagnostic
experiments and (2) positive and negative examples
which cannot easily be separated based on general
similarity in the semantic space (Sommerauer and
Fokkens, 2018; Sommerauer et al., 2019).

To address these aspects, the property-concept
pairs were collected following the strategy outlined
in Sommerauer et al. (2019). Firstly, properties
which are expected to apply to concepts across
different semantic categories were selected (e.g.
colors). Secondly, existing resources (the CSLB
feature norms (Devereux et al., 2014) (an extended
and improved version of the norms collected by
(McRae et al., 2005)), but also WordNet (Miller,
1995; Fellbaum, 2010), ConceptNet (Speer and
Havasi, 2012) and stereotype data (Veale, 2013)
were used to collect positive and negative example
candidates for these properties. Where possible,
candidates were selected from diverse semantic
categories. The candidates were extended by using
a large-scale distributional model (GoogleNews
Word2vec model?).

The candidate pairs are labeled with semantic
relations in a crowd task. Crowd workers are pre-
sented with natural language statements about a
specific pair illustrating a semantic relation and
asked to indicate whether they agree or disagree.’
Test runs indicate that workers can complete around
70 questions in about 10 minutes.*

Each property-concept pair should have at least
one relation which is perceived as appropriate
by most participants (and is thus labeled with
‘agree’).” However, it has been shown that am-
biguity is inherent to many semantic annotation
tasks (Dumitrache et al., 2018), leading to disagree-
ments. Disagreement in this task is likely to arise

’Downloaded from https://code.google.com/
archive/p/word2vec/

An example of such a statement illustrating
typical_of_concept would be: “Fly” is one for
the first things which come to mind when I hear “stork’
because flying is one of the typical movements of (a/an)
stork’.  The full set of statements can be found at
https://github.com/cltl/SPT_annotation

*The task was set up using the Lingoturk framework (Pusse
et al., 2016) and is being distributed via the platform Prolific
https://www.prolific.co/.

>More than one relation can apply (e.g. both typicality
relations).
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set of instances  factor relation evidence
impliedness implied correlation
typicality typ}cal,of,concept sparse - none .
typical_of property direct, property-preserving, re-
most - all
lated
affording.activity indirect, property-preserving, re-
affordedness lated
afforded._usual direct, property-preserving, re-
lated
afforded_unusual sparse to none
some variability var}ab:ILl }ty,l imited direct, property-category
variability_open property-category
rare sparse - none
f . unusual Sparse - none
ew-none negative cases . :
impossible sparse - none
creative sparse - none

Table 1: Summary of linguistic hypotheses about semantic relations and types of evidence.

from two factors: (1) ambiguity in the interpreta-
tion of the concept, property, relation or combina-
tion and (2) different levels of knowledge about
the world. Disagreement caused by interpretation
differences is particularly relevant for this dataset,
as this is can indicate polysemy, which has been
shown to have an impact on embedding represen-
tations (Del Tredici and Bel, 2015; Yaghoobzadeh
etal., 2019, e.g.). It is, however, still an open ques-
tion how exactly it relates to the representation of
semantic properties. Table 2 shows the answers
collected for a clear pair, an ambiguous pair and an
ambiguous pair additionally perceived as difficult.

relation pl 3

=
N
=

typical_of property 10
typical_of_concept 10
affording_activity 10

3 3

5 5

4 5
implied_category 8 6 4
variability_ limited 7 7 3
variability_open 2 3 7
rare 1 2 5
unusual 0 4 4
impossible 0 3 0
creative 0 4 3

Table 2: Number of annotators (out of 10) who selected
‘agree’ for a semantic relation shown for three pairs of
varying difficulties: sweet-honey (p1) (clear), made of
wood - beam (p2) (ambiguous) and hot-chutney (p3)
(not well known according to a worker).

Inter-annotator agreement alone cannot be used
to evaluate the quality of the dataset. Disagreement
is not only an expected, but a desired and meaning-
ful outcome. Instead, I consider the quality of the
annotations from multiple perspectives: (1) As a
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basis for comparison, I apply IAA metrics to the
entire dataset and portions of the dataset which I
expect to trigger high or low agreement. These por-
tions have been selected in advance. (2) I consider
the quality of the workers in terms of whether they
contradict themselves in their answers (e.g. label a
single pair as typical and impossible). A low num-
ber of contradictions can be seen as an indication
of a clear task. Workers with high contradiction
rates can be excluded, which should increase the
IAA on the remaining annotations.(3) I analyze the
data with the crowd-truth framework (Dumitrache
etal., 2018), which provides a fine-grained analysis
of workers, annotation units and labels. (4) A sub-
set of pairs is being annotated by trained experts.
These annotations serve as a gold standard and
can provide more insights into disagreements and
worker behavior. They can help to reveal additional,
possibly unexpected factors causing disagreement.

5 Method

Various analysis methods have been suggested to
interpret latent representations resulting from ma-
chine learning (particularly deep learning) mod-
els. While they have yielded important insights,
they still struggle with a number of limitations (Be-
linkov and Glass, 2019; Saphra and Lopez, 2018).
I plan to approach these limitations by pairing anal-
ysis methods (described in Section 5.1) with data
simulation experiments (described in Section 5.2).
This combination is expected to yield insights into
(1) the analysis methods and their potential and (2)
the representation of linguistic evidence in a text
corpus in distributional models.



5.1 Analyzing latent representations

I plan to use diagnostic classification (Hupkes et al.,
2018; Belinkov and Glass, 2019) and SVCCA
(Singular Vector Canonical Correlation Analysis)
(Raghu et al., 2017). SVCCA has been suggested
to address some of the limitations of diagnostic
classification (Saphra and Lopez, 2018).

Both methods require a specific distribution of
positive and negative examples. Distributional
models place generally similar concepts in similar
areas in the embedding space because they occur
in similar contexts. This means that positive exam-
ples which are similar to one another, but dissimilar
from the negative examples will be easily recog-
nizable (e.g. fly: seagull vs table). Distinguishing
them, however, does not mean that evidence of
the particular property was discovered. If however,
a diverse group of positive examples can be dis-
tinguished from negative examples similar to the
positive ones (e.g. fly: seagull vs penguin), we con-
clude that the property has actually been identified
with higher confidence. While this type of dataset
control cannot eliminate all possible correlations,
it is a first step towards more solid evidence.

5.2 Simulation experiments

The following questions should be answered be-
fore we can draw conclusions from the analysis
of embedding models trained on natural language
corpora:

1. How much evidence in the context of a con-
cept is necessary to have an impact on the
representation in an embedding model?

How do embedding models represent different

kinds of evidence? Can they abstract over mor-

phological variants or synonyms of a word?

. What is the performance of a model analysis
methods if there is very clear evidence of a
property? What is the difference between em-
beddings with clear evidence and embeddings
without clear evidence?

I approach these questions by introducing arti-
ficial evidence to text corpora and training distri-
butional models on these corpora. In the case of
distributional models and linguistic evidence, it is
challenging to design small and controlled experi-
ments, as the models rely on a substantial amount
of data. Building an entirely artificial corpus (as
for instance done by Yaghoobzadeh and Schiitze
(2016)) would entail the risk of losing information
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responsible for the general structure of a semantic
space. Therefore, I will simulate textual evidence
of a property by introducing artificial ‘evidence
words’ to the contexts of a random set of words
in an otherwise unchanged corpus. Embeddings
resulting from this manipulated corpus can then be
used to test how much evidence is sufficient for in-
formation to be recognized by analysis methods. I
expect this approach to show how the performance
of diagnostic methods relates to the presence or
absence of textual evidence. These insights are
crucial form the interpretation of analysis methods
applied to a natural corpus.

6 Conclusion

This proposal presents a framework for investigat-
ing the semantic content of distributional word
representations from two perspectives: Firstly, I
propose to test linguistic hypotheses about what
aspects of conceptual knowledge are represented in
natural language. Secondly, I propose to interpret
the results against the background of a methodolog-
ical investigation of model analysis methods and
the potential of distributional models.

The linguistic hypotheses to be tested may be
falsified. While this would be a negative result,
it is still a relevant insight and can be used as a
basis for new predictions. Furthermore, it can be
expected that the methodological insights gained
in the simulation experiments can inform other ap-
proaches investigating non-transparent embedding
representations and yield important insights about
the behavior of distributional models.

I expect that the corpus and insights gathered in
this project can be complementary to resources cap-
turing common-sense knowledge explicitly, such
as Conceptnet (Speer et al., 2017) and common
sense challenges (e.g. (Talmor et al., 2019)).
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